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Abstract: This paper presents the reduction of 

dynamic power for streaming applications yielded by 

asynchronous dataflow designs by using clock gating 

techniques. Streaming applications constitute a very 

broad class of computing algorithms in areas such as 

signal processing, digital media coding, 

cryptography, video analytics, network routing, 

packet processing, etc. Clock gating is a power-

saving feature in semiconductor microelectronics 

that enables switching off circuits. This paper 

introduces clock gating techniques that, considering 

the dynamic streaming behavior of algorithms, can 

achieve power savings by selectively switching off 

parts of the circuits when they are temporarily 

inactive. The techniques being independent from the 

semantic of the application can be applied to any 

application and can be integrated into the synthesis 

stage of a high-level dataflow design flow. 

Experimental results show that power reduction is 

achieved with no loss in data throughput.  

Index Terms—Clock-gating, dataflow, 

high-level synthesis. 

 

I.INTRODUCTION 

Power dissipation is currently the major 

limitation of silicon computing devices. Reducing 

power has also other beneficial effects, it implies less 

stringent needs for cooling, improved longevity, 

longer autonomy in the case of battery operated 

devices and obviously, lower power costs. For all 

these reasons power also frequently affects the choice 

of the computing platform right at the outset. For 

example, field-programmable gate arrays (FPGAs) 

imply higher power dissipation per logic unit when 

compared to equivalent application-specific 

integrated circuit (ASIC), but often compare 

favorably to conventional processors used for the 

same functional tasks.  

For any silicon device, power dissipation can be 

partitioned into two components:  

1) A static and  

2) A dynamic component.  

Static power dissipation also referred to as 

quiescent or standby power consumption, is the result 

of the leakage current of the transistors, also affected 

by the ambient temperature. By contrast, dynamic 

power dissipation is caused by transistors being 

switched and by losses of charges being moved along 

wires. Power dissipation increases linearly with 

frequency, largely due to the influence of parasitic 

capacitances. To counteract this effect, ASIC 

designers have employed clock gating (CG) 

techniques in the last 20 years [1]–[3].  

Different strategies for optimizing power 

consumption on ASICs and FPGAs. Clock gating is a 

power-saving feature in semiconductor 

microelectronics that enables switching off circuits. 

Many electronic devices use clock gating to turn off 

buses, controllers, bridges and parts of processors, to 

reduce dynamic power consumption. These papers 

describe the impact of a chosen technology for a 

given architecture, but do not describe how to reduce 

power at the design abstraction level. As a 

consequence, adding power controllers at the 

behavioral description design stage constitutes an 

additional task that has to be carried-out with care to 

avoid introducing undesired application behaviors 

and might reduce the portability of the code (i.e., 

platform is changed during the development process). 

Globally asynchronous locally synchronous (GALS)-

based systems consist of several locally synchronous 

components which communicate with each other 

asynchronously. Works on GALS can be separated 

into three categories:  

1) Partitioning;  

2) Communication devices; and  
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3) Dedicated architectures.  

Dataflow design modeling, exploration, and 

optimization for GALS-based designs has been 

studied previously by several authors. Dynamic 

dataflow [5]–[7] designs such as for instance the ones 

expressible using the formal RVC-CAL language 

possess interesting properties that can be exploited 

for reducing the power consumption without 

affecting, by construction, the behavioral 

characteristics of the application. In RVC-CAL, 

every actor can concurrently execute processing 

tasks, executions might be disabled by input blocking 

reads, and every communications among actors can 

occur only by means of order preserving lossless 

queues. As a consequence, an actor may be stopped 

for a certain period if its processing tasks are idle or 

its outputs queues (buffers) are full without impacting 

the overall throughput and semantical behavior of the 

design. 

 

II.LITERATURE REVIEW 

High-level synthesis of dynamic dataflow programs 

on heterogeneous MPSoC platforms 

The growing complexity of digital signal 

processing applications make a compelling case the 

use of high-level design and synthesis methodologies 

for the implementation on programmable logic 

devices and embedded processors. Past research has 

shown that, for complex systems, raising the level of 

abstraction of design stages does not necessarily 

come at a penalty in terms of performance or 

resource requirements. Dataflow programs provide 

behavioral descriptions capable of expressing both 

sequential and parallel components of application 

algorithms and enable natural design abstractions, 

modularity, and portability. In this paper, an open 

source tool, implementing dataflow programs onto 

embedded heterogeneous platforms by means of 

high-level synthesis, software synthesis and interface 

synthesis is presented Experimental design results 

demonstrate the capability and the effectiveness of 

the tool for implementing a wide range of 

applications when combined with Vivado HLS. 

 

Comparing models of computation  

We give a denotation framework (a "meta 

model") within which certain properties of models of 

computation can be compared. It describes 

concurrent processes in general terms as sets of 

possible behaviors. A process is determinate if, given 

the constraints imposed by the inputs, there are 

exactly one or exactly zero behaviors. Compositions 

of processes are processes with behaviors in the 

intersection of the behaviors of the component 

processes. The interaction between processes is 

through signals, which are collections of events. Each 

event is a value-tag pair, where the tags can come 

from a partially ordered or totally ordered set. Timed 

models are where the set of tags is totally ordered. 

Synchronous events share the same tag, and 

synchronous signals contain events with the same set 

of tags. Synchronous processes have only 

synchronous signals as behaviors. Strict causality (in 

timed tag systems) and continuity (in untimed tag 

systems) ensure determinacy under certain technical 

conditions. The framework is used to compare certain 

essential features of various models of computation, 

including Kahn process networks, dataflow, 

sequential processes, concurrent sequential processes 

with rendezvous, Petri nets, and discrete-event 

systems. 

Clock-gating and its application to low power design 

of sequential circuits  

This paper models the clock behavior in a 

sequential circuit by a quaternary variable and uses 

this representation to propose and analyze two clock-

gating techniques. It then uses the covering 

relationship between the triggering transition of the 

clock and the active cycles of various flip flops to 

generate a derived clock for each flip flop in the 

circuit. A technique for clock gating is also 

presented, which generates a derived clock 

synchronous with the master clock. Design examples 

using gated clocks are provided next. Experimental 

results show that these designs have ideal logic 

functionality with lower power dissipation compared 

to traditional designs. 

III.PROPOSED ARCHITECTURES 
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Current FPGA families support different CG 

strategies and each manufacturer provides its own IP 

for managing these different approaches. The 

methodology described here is based on using 

primitives specific to Xilinx FPGA architectures. It is 

briefly described how CG techniques are 

implemented on Xilinx FPGAs and how an automatic 

CG strategy within Xronos HLS is realized.  

A. Profile Guided Buffer Size  

The execution of a dataflow program consists 

of a sequence of action firings. These firings can be 

correlated to each other in a graph-based 

representation using an approach called execution 

trace graphing (ETG). The graph is an acyclic 

directed graph where each node represents an action 

firing, and a directed arc represents either a data or a 

control dependency between two different action 

firings. The effectiveness of analyzing a dataflow 

program using an ETG is demonstrated in [12]. 

Xronos provides profiling for each firing execution 

in clock cycles. This is achieved by retrieving the 

difference of DONE and GO signals for each action 

firing during register-transfer level simulation [13]. 

Timing information is added to the ETG for each 

firing and each dependency arises according to a 

corresponding time value, thus transforming the 

ETG into a weighted graph. A close-to-optimal 

buffer size configuration, in terms of execution 

throughput and buffer memory utilization, can be 

obtained through an iterative analysis of the 

algorithmic critical path evaluated using the 

weighted ETG. For a detailed description, the 

interested reader can refer to [14].  

B. Coarse-Grained Clock Gating Strategy 

When the output buffer of any actor is full, the 

clock of this actor should be turned off as the actor is 

idle. This is because switching off its clock will not 

have an impact on design throughput. Even though 

RVC-CAL dataflow designs are used for the 

behavioral description, such CG strategy is more 

general and can be applied to systems that represent 

the execution of a process that communicates with 

asynchronous FIFO buffers. The queues should be 

asynchronous for lossless communication when an 

actor is clock gated and a design has differing input 

clock domains.  

This strategy consists of adding a clock enabler 

circuit for activating the actors’ clock. This circuit 

contains: a controller for each output port queue of 

each actor, a combinatorial logic for the 

configuration of the output ports, and a clock buffer 

(which enables the clock). A representation of an 

actor with a single output port being clock gated is 

illustrated in Fig. 1. As depicted, queues are 

asynchronous. Queues have two input clocks: one for 

consuming tokens and one for producing them. 

Additionally, queues have two output ports:  

1) AF for almost full and  

2) F for full.  

The actors input clock is connected to the output 

of the clock enabler circuit. Finally, the clock buffer 

BUFGCE input clock should be connected with a 

flip-flop for glitch-free CG [15]. The flip-flop will 

introduce a one-clock latency when the clock is 

switched off, but this additional clock cycle will not 

have an impact on actors that are on the critical path. 

Those actors are not being clock gated because the 

TURNUS dimensioning of the FIFO queues is based 

on critical path analysis. Hence, this approach does 

not impact overall performance. 

 

Fig. 1: CG methodology applied for actor A. 

The actor A has two outputs one of those 

have a fanout of two. The clock enabling circuit takes 

the Almost Full and Full signal of each queue and a 
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clock from a clock domain and as a result it is going 

to activate or deactivate the clock of actor A. 

 

Fig. 2. State machine of the clock enabling 

controller. 

The controller has two inputs, F for full, AF for 

almost full and one output en as the enable signal.  

1) Clock Enabling Controller:  

The clock enabling controller is represented in 

Fig. 2. The controller is implemented as a finite state 

machine (FSM) having a clock; a reset; input F, for 

full; input AF, for almost full; and output EN, for 

enable. The AF input becomes active high when there 

is only one space left on its FIFO Queue. Its FSM has 

five states S = {INIT, SPACE, AFULL_DISABLE, 

FULL, AFULL_ENABLE}. The controller starts 

with the INIT state and maintains the EN output port 

at active high until F and AF become active low. The 

active high EN is maintained during the SPACE 

state. As a queue becomes full, the state changes to 

AFULL_DISABLE. In this state, the EN output 

passes to an active low. A conservative approach is 

taken in this state as the BUFGCE disables the output 

clock on the high-to-low edge. The clock enables 

entering the BUFGCE should be synchronized to the 

input clock. Once the queue becomes full, the 

controller maintains the EN at active low. When a 

token is consumed from the queue, the controller 

passes to the AFULL_ENABLE state, and it activates 

the clock. Then, depending on whether the buffer 

becomes full or almost full, the state changes to 

either the FULL or the SPACE state.  

2) Strategy:  

The user can choose a mapping configuration 

that indicates which actor should be clock gated. To 

do so, an attribute is given to each actor. If an actor 

has been selected for CG, all of its output FIFO 

queues, A and AF, are connected to a clock enabler 

controller. Output queues can be connected through a 

fanout or directly to a queue. In the first case, the 

controller results are connected to an AND logic port. 

This is a safe approach in the case that one of the 

queues in the fanout is full. In this case, the fanout 

should command the actor not to produce a token. 

For the latter case, if an actor’s output is connected 

directly to a queue without a fanout, the result should 

be connected to an OR logic port as the next actor 

may need to consume a certain number of tokens to 

output a token. This may lead the system to lock due 

to the unavailability of data. In the third case, if there 

is a combination of outputs with or without a fanout, 

then an n-input OR logic port is inserted. Fig. 3 

depicts these configurations. A pseudo-template of 

the clock Enabler circuit is given in Template 1. This 

template generates a Verilog file that takes into 

account the different cases described previously. 

These situations are detected and generated 

automatically as described in the “always clause.” 
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Fig. 3. Clock enabler circuit in three different configurations. (a) Single output port with a fanout. (b) Two 

different output ports. (c) Single output port with a fanout and another ouput port. 

 

A flip-flop (created by the always clause) is 

connected between the BUFGCE and the final OR or 

AND port. Thus, clock glitches are eliminated and 

the clock enabling is runt free. The last output of the 

CG is a new clock that is connected to the actors, its 

fanouts, and its queues’ write and read clocks (CLK 

W and CLK R, respectively) as visualized in Fig. 1. 

IV.RESULTS 

Experimental Results are shown for one of the 

applications is the intra MPEG-4 simple profile 

decoder. Due to restrictions on the number of clock 

buffers in Xilinx FPGAs, the design selected was 

refactored to result in 32 actors. 

Design Summary: 

 
 

Power Saving Efficiency Over Decoder Throttling 

As described in Table I the maximum decoder 

throughput rate is 350 frames/s for a QCIF image 

(176×144 pixels). For the experiment, the decoder is 

throttled such that it decodes only 30 images per 

second for two resolutions QCIF and CIF (384×288 

pixels). Fig. 4(b) reports the power consumption and 

the activation rate for each actor’s clock (found on 

the intra MPEG-4 simple profile decoder). The 

activation rate of the actor’s clock demonstrates that 

some of them have an activation rate of less than 

10%. 
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Fig. 4: Power consumption and activation rate of 

each clock gated actor clock of the MPEG-4 SP 

decoder. Median values were retrieved from an 

MPEG-4 reference QCIF input stimuli (video 

sequence). (a) Actors clock power consumption. 

(b) Actors clock activation rate. 

 

V.CONCLUSION 

This paper presents a CG methodology applied 

to dataflow designs that can be automatically 

included in the synthesis stage of an HLS design 

flow. The CG logic is generated during the synthesis 

stage together with the synthesis of the computational 

kernels connected via FIFO queues constituting the 

dataflow network. Experimental results show that 

savings in power dissipation achieved with a slight 

increase in control logic without any reduction in 

throughput have been achieved. Unsurprisingly, CG 

is attractive in situations where the design is not used 

to its full capacity. As a result, this technique is 

particularly interesting in applications with 

dynamically varying performance requirements, 

when designing to a particular performance point is 

impossible, and when power consumption is deemed 

costly. Further investigations into CG should 

consider more aggressive control logic, whereby 

control is given to each individual actor, allowing 

greater flexibility to actor inactivity. 
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