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Abstract 

The global positioning system(GPS), is a satellite 

based navigation system. Which is used in many 

applications such as communications, navigation, 

military, earth observation ,civil, and commercial 

user. So for correct position measurement, need to 

select best subset of satellites out of all 

combinations, which are used for finding user 

position. For this, the factor which helps in finding 

best subset of satellites from all the combinations is 

geometric dilution of precision(GDOP). It is a 

dimension less factor, which indicates the quality of 

the solution. the low GDOP value indicates the 

accurate solution. There are different methods for 

GDOP approximation, they are matrix inversion, 

closed loop algorithm, artificial neural networks. 

This paper compares GDOP approximation using 

these methods. The simulation results show that 

artificial neural networks have better accuracy than 

other methods. 
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1. Introduction 

Now a days satellites plays an important role in 

day to day applications, such as communications, 

military, navigation, earth observation each. For 

navigation purpose global positioning 

system(GPS)[1] is used. It will send timing signals to 

GPS receiver, which is on the earth. The receiver 

calculate the distance between the satellite and 

receiver by using the timing signals and by using 

these distances the receiver will calculate its position. 

 

1.1 GPS  Structure 

 
The GPS mainly consists of three segments. 

Those are space segment, control segment, user 

segment[2]. 

1.1.1 Space segment 

 

The space segment consists of group of GPS 

satellites. Minimum 24 satellites distributed in six 

orbits  are present in space segment and each will 

rotate with an inclination of 055  to cover the polar 

regions. At any time 5 to 8 satellites are visible from 

earth and minimum 4 satellites are required to 

determine the position of the user. The main function 

of space segment is to send and receive radio-

navigation signals and also it will store and 

retransmit, navigation messages sent by control 

segment. By using this signal data the position of the 

user can be determined. 

The satellite consists of solar panels, antennas, 

atomic clocks and radio transmitters. Each satellite 

have array of solar panels and these panels will 

produce energy by using sun light, these will provide 

this energy to satellites for their functioning. The 

satellite will rotate to point their solar panels towards 

the sun. The antenna present on satellite will send the 

signals generated by the radio transmitter in L-band 

to the GPS receivers. The radio transmitter present in 

satellite will generate the signals. These signals are 

ranging signals and navigation messages. The 

ranging signals are used for measurement of satellite 

distance from user. And usually this GPS satellites 

consists of two ranging codes, these are 

coarse/acquisition code(C/A code)and precision 

code(P code). C/A code is broadcasted by all the 

satellites but P code is used for military applications 

only.  

The navigation message consists of ephemeris 

data i.e. used for calculating position of each satellite 

in the orbit and also almanac data, which has 

information about the time. For this signals 

transmission binary phase shift keying(BPSK) is 

used atomic clocks. These clocks are accurate in a 

billionth of a second. The inaccuracy of 1/100th of a 

second leads to a measurement error of 1860 miles o 

GPS receiver. By using these signals sent by the 

satellites the GPS receiver will calculate the user 

position by using trilateration.  

1.1.2 Control segment 

 

The control segment mainly consists of three 

physical components. Those are master control 
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station(MCS), monitor stations, ground antenna. The 

MCS plays an important role in all the control 

segment operations. The GPS satellites are tracked 

by the monitor stations by using pseudo range 

measurement and also these will receive the 

navigation messages from satellites. This raw data 

from all the monitor stations are send to the MCS 

through satellite communication system on ground. 

The MCS will process the all the data received from 

all the monitor stations for the satellite navigation 

payload control. And through this process the MCS 

will give satellite clock corrections and also almanac, 

ephemeris data of each satellite. And this updated 

data will be send back to the satellites through 

ground uplink antenna on S-band. Further satellites 

will send the required data to the GSP satellites 

through radio signals. And also MCS will monitor 

the satellite position at any instant of time, 

functioning of each satellite, variation in the 

navigation data and also the health of the satellite 

subsystem. 

1.1.3 User segment 

 

The user segment consists of GPS receiver. It will 

process the data i.e. ranging signals and navigation 

message to determine the user position and time by 

applying trilateration. And minimum four satellites 

are required for the computation of the 

position(X,Y,Z) and time. GPS receivers are mainly 

used for navigation, positioning and military. 

There are so many factors which will cause the 

error in the data received by the user[3][4], they are 

propagation delay, receiver clock offset, satellite 

position geometry, satellite clock offset etc. The 

main factor which will cause the error is position 

calculation is satellite position geometry. At any time 

there are minimum 4 satellites are required to 

calculate the user position, if the selection of these 

satellites is not proper it leads to position error.  So 

for accurate position calculation it is important to 

select best subset of satellites among all the 

combinations. This selection of subset of satellites is 

done by measuring the dimension less factor 

geometric dilution of precision(GDOP)[5][6]. It will 

show the quality of the solution i.e. it will give how 

much measured error effects the position solution 

error. The subset of satellites with less GDOP value 

gives better accuracy.  

For his GDOP calculation different methods[7]-

[9] are using such as matrix inversion, closed loop 

algorithm, and artificial neural networks. Among all 

these methods the better approach for getting best 

subset of satellites is to use matrix inversion for all 

the combinations and select the subset, which have 

the minimum GDOP value. But it is a time 

consuming process to calculate the GDOP value for 

all the  combinations and also it will take around 160 

floating point operations for each GDOP value 

calculation. Another method used is closed loop 

algorithm which is similar to matrix inversion. But in 

this no need to calculate matrix inversion and also it 

perform 146 floating point operations. Another 

method used for selection of best subset of satellites 

is artificial neural networks. In this method no need 

to calculate big mathematical operations so it will 

decrease the computational burden and also improve 

the performance. 

The distance between user and the satellite is 
î
 it is 

a pseudo range rather than range  because accuracy 

errors effect the original range. 

dii ct̂
                                                    (1)

 

Here 
i   is pseudo range and dt is the receiver clock 

offset[10] and c is the speed of the light. 

The pseudo-ranges can  approximated by  Taylor 

series  expansion. Therefore, we obtain: 

diuiuiui ctccbbaa  222 )()()(
           

(2) 

Here 
ia ,

ib ,
ic  are  ith satellite position 

coordinates, and c is the speed of the light, and 

(
ua ,

ub ,
uc ) are the user geometric coordinates. 

  

duiuiuiiii ctchbhah  321
ˆ

     (3)
 

;
ˆ

1

i

in
i

s

aa
h




i

in

i
s

bb
h




ˆ

2

i

in

i
s

cc
h




ˆ
3

               (4)

 

 

Here 

222 )ˆ()ˆ()ˆ( ininini ccbbaas 
                      (5) 





















































































d

u

u

u

nnn
n

tc

c

b

a

hhh

hhh

hhh

1

....

....

....

1

1

.

.

.

321

232221

131211

2

1

                     (6) 

The general representation of the above matrix is 

i =R×a                                                             (7) 

Here
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Where R is a 4×4 direction cosine matrix „a‟ 

represents the user position, then the above equation 

can be written as 

a= 1R
i                                               (9)

 

If the number of satellites are more than 4 that 

represents the system of equation is over determined. 

So, linear least squares approximation will be the 

solution to  

a= TT RRR 1)( 

i                                              (10)
 

And matrix N= RRT
         (11) 
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2.Geometric dilution of precision 

For the user position calculation minimum 4 

satellites are required. But it is important to select the 

correct geometry of the satellites from which the 

signals are received. The calculated receiver position 

vary with selection of subset of satellites. So need to 

be careful while selecting the subset of satellites for 

the position measurement. The one factor used for 

the selection of subset of satellites is 

GDOP(geometric dilution of precision).It will 

basically measures satellite geometry i.e. it will tells 

the uncertainty in the satellite geometry. The low 

GDOP value leads to better accuracy. 

The satellites should be arranged in orbit to minimize 

the chances of GDOP become large. If the satellite 

view from receiver is not clear i.e. by buildings the 

GDOP value may not be ideal. So for the accurate 

geometric position the receiver should have a clear 

view of the sky. 

From  equation (11) GDOP is consider as 
 

)det(

)]([
)( 1

N

Nadjtrace
NtraceGDOP  

               (12) 

From above equation GDOP value indicates the 

contributions of measurement error on position 

solution error for the particular subset of satellites. 

The higher GDOP value shows poor satellite 

geometry. 
Table 1.GDOP ratings 

 

GDOP value Ratings 

1 Ideal 

2-4 Excellent 

4-6 Good 

6-8 Moderate 

8-20 Fair 

20-50 Poor 

3. Closed loop algorithm 

Hare N= RRT  is the  4 × 4 matrix having four Eigen 

values 
ik (i = 1, 2, 3, 4). As we know trace of the 

matrix is the summation of the eigen values so eigen 

value of  1)( RRT

  
is 

1

i
k  by rewriting the equation 
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In the above equation for calculating GDOP value it 

needs to be perform the matrix inversion but the 

closed loop algorithm[11] easy the calculation by 

using the following equations, and these will 

decrease the number of operations. 
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Hare N is symmetric matrix so all the above 

equations are valid. After finding the common 

denominator, the above equation for GDOP changes 

to the value of GDOP is given as follows(4): 

4
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This equation gives us a 4 to 1 mapping of inputs and 

outputs. 

This method will decrease the computational 

burden for calculation of matrix inversion. And also 

decrease the floating point operations required for 

GDOP calculation.  

The below figure shows the GDOP 

approximation using closed loop algorithm. 

 

 
 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
Fig1. GDOP computaion using closed loop algorithm 

4. Neural network based approximation 

Human neuron system has billions of neuron cells, 

which will process the information and each cell 

works as a processor. Each neuron has dendrites, 

soma, axon, synapses. The dendrites in neuron 

receive he activation signal from the other neurons. 

Soma in neuron will process the activation signals 

received from dendrites and produce the output 

activation signals. The axon will send the activation 

signals from one neuron to another neuron. The 

junctions in neurons i.e. synapses allow the 

transmission of signal between dendrites and axons. 

Artificial neural networks(ANN) are designed based 

on the human neural system. In this one neuron is 

connected to another neuron via synapses through 

the weights. Weights acts as a connection link 

between the two neurons. Here each input is 

multiplied with respective weights and processing 

unit will sum up all the inputs and apply the 

activation function to the resultant value and the 

activation function will perform the mathematical 

Calculate measurement matrix N= RRT
  

Compute traces of , N 2N , 
3N ,to 

get p1,p2,p3 

Compute det(N)  to get p4 

Compute GDOP by using equation(18) 
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operations and produce signal output and this output 

will send to other neurons.   Basically ANN is does 

not have any particular mathematical model, so these 

can be used o solve wide variety problems. So it can 

be used for GDOP approximation[12]-[14]. It is 

basically a three layer structure. Every layer is 

connected to another layer via weights. And after 

every iteration these weights are updated according 

to the error, which is the difference between network 

actual output and the desired out put. The learning 

rule in ANN tells that how these weights should be 

updated to decrease the error value. The problem 

solving using ANN will be done in two phases i.e. 

approximation and classification. In approximation it 

will calculate values for the available solutions, 

where as in classifier it will select the one of the 

optimal solution.   

The single layer feed forward network has only 

single layer of weights. The input layer directly 

connects to output layer via weights. The connection 

of input to output is only in one direction there is no 

feedback connection so it is called as feed forward 

network. If the sum of product of input and weights 

is crosses a threshold value the output will return a 1 

value otherwise it will return a 0 value.  

The multi layer feed forward network has three 

layers. Those are input layer, output layer, and 

hidden layer. Each layer connects to another layer 

through weights. The hidden layer will perform the 

intermediate computation before sending the input 

value to the output. The recurrent network has atleast 

one feedback path the output from the output layer 

will be sent back to the input layer through the 

feedback path i.e. the output of a neuron will 

feedback itself as input.       

4.1 The Back-propagation Neural Network 

(BPNN) 
The most used learning algorithm in all the neural 

networks is back propagation neural networks[15]. It 

is basically a multi layer feed forward network. And 

it has input, output, hidden layers The output input 

layer is used to activate the hidden layer, and also 

output of hidden layer is used to activate the output 

layer. Any mapping of input variables to output 

variables nm    can be done by using a three layer 

structure[16] (i.e. input layer, hidden layer, output 

layer)this is explained by the Kolmogorov's 

Theorem.  The training for neural networks is done 

for minimizing the error, if a se of input samples are 

available it will update the weights to minimize the 

following squared error. 
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1
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        (19) 

Here  n is the  number of output variables 

The nodes in neural networks transform the ne input 

by using activation function here it will use the 

sigmoid function as the activation function.  

)exp(1

1
)(

t
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(20) 

Net input to the particular layer can be obtained by 

the summation of the multiplication of the weights 

with the previous layer inputs. And also hidden and 

output nodes  will use a bias value for computing the 

input to the particular layer. Here bias is a connection 

weight with a constant activation value from a 

special unit.  

  The training of BPNN is as follows: 

Step1: Initialize the values  , ijw , jkw these are 

random values.
 
 

Step2: take Input samples as  x=(
1x ,

2x ,......
mx )

T
 

and  u=(
1u ,

2u ........
nu )

T
                  

Step3:  Find out the  input ja  and output jt  for the 

thj  hidden neuron. 

where
a

t
j

j ,
)exp(1

1
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Step4: Find out  the input ks  and output ko  for the 

thk  output neuron 

where
s

o
k

k ,
)exp(1
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Step5: Find error for the kth output neuron:  

  )1()( kkkk oosf  
              (23)

 

Step6: Find error for the jth hidden neuron: 
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Fig 2. The topology of a three-layer back-propagation 

neural network.

 Step7: calculate 
jkw ,

ijw :
 jkjk tw 

, 

ijij xw 
 

Step8:  update weights jkw , ijw : 
jkjkjk www  ,  

ijijij www 
          (25) 

Step9:  calculate the error value  
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Step10:  repeat steps 3-9 till the system is convergent. 
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Here  
 µ  : learning rate, 

ix  : ith input neuron value , 

jt  :  jth hidden neuron output, 

ku  :  kth output neuron‟s desired output, 

ko  :  kth output neuron‟s actual output, 

ijw  :ith input neuron and the jth  hidden neuron inter 

connection weight, 

jkw  : jth hidden neuron and the kth output Neuron 

inter connection weight. 

5.Gdop approximation using BPNN 

BPNN is basically a three layer structure. It is 

taken from Kolmogorov's Theorem where it states 

that any input output mapping  nm    can be 

represented by three layers. In this input variables are 

mapped with output variables. 

Here mapping of inputs to the outputs is done by the 

four inputs to one output mapping 
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)det(43214 Nkkkkp 
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This network will  perform a  14    mapping 

from 
ik   to GDOP, i.e. GDOPpi 

 here we are using 

a simple (4-3-1) structure  

Input: ( 1x , 2x ,...... mx )
T

= Tkkkk ),,,( 4321
 

Output:   y=GDOP 

6.Results 

The Simulation was conducted to compare the 

performance for the GDOP approximation for three 

methods. GDOP is calculated for every subset of 4 

satellites. For comparing performance, all the three 

methods  are experimented  with around 30000 

learning iterations. The learning rate is chosen as 0.5. 

The input variables, 
ik  and RRT ,  values were 

normalized to range [0, 1] , and the output variable 

GDOP value, was normalized to  0.2. and the  

Results showed that, after 30000 learning iterations, 

the neural network method shows  better GDOP 

accuracy than the matrix inversion and closed loop 

algorithm.  

0.5 1 1.5 2 2.5 3

x 10
4

1

2

3

4

5

6

7

8

9

10

Total iterations 

G
D

O
P

 v
a
lu

e

 
          Fig 3.GDOP approximation by matrix inversion 
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   Fig 4. GDOP approximation using Closed loop algorithm. 
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Fig 5. GDOP approximation using back propagation neural 

networks  
 

The below shows the average GDOP values for three 

methods 
Table2. Average GDOP of three methods 

 

Method Average GDOP 

Matrix inversion 5.6690 

Closed loop algorithm 5.0055 

Back propagation neural networks 4.2060 

 

The root-mean-squared error (RMSE): 

It is the error used  for evaluating the  approximation 

performance. 

n

oo

RMSE

n

k

MINN




 1

2)(

          

(31) 

Here The subscripts represent the results of  NN 

method and  matrix inversion method, respectively.  
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Figure 7 shows the graph between RMSE and 

number of iterations. 
 

 
Fig 6. graph between RMSE and number of iterations. 

7.Conclusion 

The GDOP value indicates the  how well the GPS 

satellite geometry  is organized. GPS positioning 

with a low GDOP value usually gains better 

accuracy. GDOP approximation for Different 

methods have been successfully conducted. The 

viewpoint of accuracy, all the three methods provide 

sufficiently good performance, but neural network 

method have a good accuracy compared to remaining 

two methods. But it has some drawback that it has a 

slow learning time. We conclude that, a neural 

network model is superior when compared to matrix 

inversion or closed loop algorithm while filtering the 

redundant GDOP from required GDOP. 

8.Future scope 

The neural network, even though approximates the 

data efficiently, has a slow learning rate and is 

predominantly a binary classifier. This can be 

improved further by using a linear classifier such as a 

Support Vector Machine or other kernel based 

regression techniques. 
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