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#### Abstract

In the present days after increasing the complexity in the computation, internet based applications we need a fast and compact decimal adder which work with less delay and same power consumptions. A decimal digit adder is key component of any decimal hardware to support decimal arithmetic applications. Therefore, this work focuses on delivering efficient BCD digit units to be used in high performance decimal hardware accelerators. The conventional BCD adders are slow due to use of two binary adders. In this paper, we designed and implemented new high speed $B C D$ adders which use only one binary adder. The proposed BCD adder reduces the no. of binary adders due this reduction of adders the propagation delay of $B C D$ adder is reduced. We also implemented 64 bit BCD adder using the pipelined technique.
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## I. Introduction

The binary numbering system is, by far, the most common numbering system in use in computer systems today. In days long, however, there were computer systems that were based on the decimal (base 10) numbering system rather than the binary numbering system. Such computer systems were very popular in systems targeted for business/commercial systems. Although systems designers have discovered that binary arithmetic is almost always better than decimal arithmetic for general calculations, the myth still persists that decimal arithmetic is better for money calculations than binary arithmetic. Therefore, many software systems still specify the use of decimal arithmetic in their calculations. BCD representation does offer one big advantage over binary representation: it is fairly trivial to convert between the string representation of a decimal number and its BCD representation. This feature is particularly beneficial
when working with fractional values since fixed and floating point binary representations cannot exactly represent many commonly used values between zero and one (e.g., 1/10). Therefore, BCD operations can be efficient when reading from a BCD device, doing a simple arithmetic operation (e.g., a single addition) and then writing the BCD value to some other device. While performing addition operation using BCD adder, are slow due to use of two binary adders so the propagation delay is more. This delay will affect the speed of the adder which in turn affects the speed of the entire system in which it is used. So there is a need to design the BCD adder with less delay in order to increase the speed of the operation. To further reduce power and latency in BCD addition an new BCD adder is proposed using flagged binary addition for the correction constant addition. The output of adders of first stage and flagged computation block are passed through a multiplexer. The control signal for the multiplexer is generated from a control circuit which produces 1 for sum values exceeding 9 and 0 else. But due to the use of the multiplexer the propagation delay is increased. To reduce the limitation of this BCD adder we proposed a new BCD adder.

## II. Existing system

## Normal BCD adder:

In electronic systems, BCD is an encoding for decimal numbers in which each digit is represented by its own binary sequence. It allows easy conversion to digits and results in faster calculations. When BCD numbers are added, each sum digit should be adjusted to skip the six unused codes. For instance, the addition of two decimal digits in BCD , together with a possible carry from a previous least significant pair of digits (assuming maximum value for input digits) viz., $9+9$
+1 would result in 19 .The equivalent binary sum will be in the range 0 to 19 represented in binary as 0000 to 10011 and BCD as 0000 to 11001 (the first 1 being carry and next four bits being BCD digit sum). For the binary sum equal to or less than 1001 the corresponding BCD digit is correct. However when the binary sum exceeds 1001, the result is invalid BCD digit. The addition of $6(0110) 2$ to the binary sum converts it to the correct digit and also produces carry. Fig. 1 shows the block diagram of a 1 digit BCD adder based on the above methodology.

The input digits in binary are A3A2A1A0 and B3B2B1B0. S[3],S[2],S[1],S[0] are the outputs of the first stage 4 bit adder, to which correction bits $0110(6)$ is added at the second stage to produce the BCD number sum along with carry output. But the $B C D$ adder is very simple, but also very slow due to the carry ripple effect. It also used two binary adders first to add input and second is used to add correction value in the output of first binary adder due to this reason it increases propagation delay and area.


Fig 1: Normal BCD adder

## Flagged BCD adder:

To reduce the limitation of normal BCD adder a new flagged BCD adder was designed. The various blocks of the proposed BCD adder are 4 bit Ripple Carry Adder(RCA), Excess 9 detector, flag bit computation block, flag inversion block and four 2:1 multiplexers whose schematic is shown in figure 2. The input A (a3a2ala0) and $\mathrm{B}(\mathrm{b} 3 \mathrm{~b} 2 \mathrm{~b} 1 \mathrm{~b} 0)$ are fed to the first stage binary adder. The sum output $\mathrm{S}(\mathrm{S} 3 \mathrm{~S} 2 \mathrm{~S} 1 \mathrm{~S} 0$ ) and carry out Co of this stage is fed to Excess 9 detector shown in figure 6(a). If the sum $\mathrm{S}(\mathrm{S} 3 \mathrm{~S} 2 \mathrm{~S} 1 \mathrm{~S} 0)$ is less than or equal to 9 the Cout of Excess 9 detector will be zero
and the sum $\mathrm{S}(\mathrm{S} 3 \mathrm{~S} 2 \mathrm{~S} 1 \mathrm{~S} 0)$ will be passed out through the multiplexer. If the sum $\mathrm{S}(\mathrm{S} 3 \mathrm{~S} 2 \mathrm{~S} 1 \mathrm{~S} 0)$ exceeds 9 , the Cout of Excess 9 detector will be 1 and the sum bits will be passed through the flag bit computation block to generate intermediate carry bits (d4d3d2d1) shown in equation.

$$
\begin{aligned}
d 1 & =d 0 \& s 0 \\
d 2 & =d 1+s 1 \\
d 3 & =d 2+s 2 \\
d 4 & =d 3+s 3
\end{aligned}
$$

The carry bits ( d 4 d 3 d 2 d 1 ) and sum $\mathrm{S}(\mathrm{S} 3 \mathrm{~S} 2 \mathrm{~S} 1 \mathrm{~S} 0)$ are then used by this block to generate flag bits (F0,F1,F2,F3).

$$
\begin{gathered}
F 1=d 1 \\
F 2=d 2 \\
F 3=d 3 \\
F 4=d 4
\end{gathered}
$$

The flag bits ( $\mathrm{F} 0, \mathrm{~F} 1, \mathrm{~F} 2, \mathrm{~F} 3$ ) and sum $\mathrm{S}(\mathrm{S} 3 \mathrm{~S} 2 \mathrm{~S} 1 \mathrm{~S} 0)$ are passed through flag inversion logic shown in fig.6(c) to generate the BCD output M3M2M1M0 for S(CoS3S2S1S0) which exceeds 9. The M3M2M1M0 of the flagged inversion block forms the other input to the multiplexer which is passed out for 1 value of Cout. The flagged BCD adder is outperformed previous designs. But due to the use of the multiplexer the propagation delay is increased. So we proposed new BCD adder use only one binary adder.

International Journal of Research
e-ISSN: 2348-6848
p-ISSN: 2348-795X
Volume 05 Issue-01
January 2018


Fig2: flagged BCD adder
III. Proposed Architecture

## Proposed BCD Adder

We see in flagged logic BCD adder that it uses a multiplexer in final stage which increased the propagation delay. To reduce the limitation we proposed a new architecture of BCD adder which is more efficient than conventional BCD adder in the term of speed. The architecture f proposed BCD adder is given in Figure 3.


Figure 3: Proposed BCD Adders
The basic ideas for proposed new BCD adder is that in nor mal BCD adder second binary adder is
use to add correction bit. The correction bits always become either $0(0000)$ or (0110).

When the correction bits are fix either 0 or 6 why we use second ripple adder. We can design a new logic which automatically convert binary sum in BCD sum .we can say that the correction bits add in binary s m without sing binary adder. Le t we designed the logic. Suppose the output of correction logic is cc and sum bits of first binary adder is ( $\mathrm{S}(3)$, $\mathrm{s}(2), \mathrm{s}(1)$, s (0)) Then

| $s(3)$ | $s(2)$ | $s(1)$ | $s(0)$ |
| :---: | :---: | :---: | :---: |
| +0 | $c c$ | $c c$ | 0 |
|  | sum(3) | sum(2) | sum(1) |

Sum [0] = s [0]; ------------- -------- (1)
Sum [ ] = s [1] ^cc;
Sum $[2]=(\operatorname{cc\& }(\sim s[1]))^{\wedge} s[2] ;---(3)$
$\operatorname{sum}[3]=(\operatorname{cc} \&(\mathrm{~s}[1] \mid \mathrm{s}[2]))^{\wedge} \mathrm{s}[3]$;
where "^" means xor gate," ~" means not gate, | means or gate and "\&" mean s and gate.

We can see in proposed BCD adder that the second binary adder is replaced my new designed logic. This logic $r$ educes ripple effect so the propagation delay is reduced and speed of BCD adder is increased.

To reduce the ripple effect we designed a new pipelined based 64 bit BCD adders which architecture is given in figure 6 . We split 64 bit BCD adder in three blocks. In first combination block there are six BCD adders to compute first six inputs. The second and third block ha s five BCD adders to compute further inputs. Now the first lock final carry signal is connected to a d flip flop which output is connected to the carry input of second block similar the third and second block connected through a d flip flop. The each block has less propagation delay then main 64 bit BCD adder. Each block operates independently.

We also analysis that in this no. of gates are also reduced like a ripple adder uses total four three input xor gates for sum an total twelve and gates for carry generation. But proposed logic uses only three two input or gates, and two and gates, on or gate and

not gate. We can say it is ore efficient then previous BCD adders. Proposed 64bit pipelined BCD adder basically pipelining is a well known techniques for improving the performance of digital systems. Pipelining exploits in combinational logic in order to imp rove throughput. In this technique we split it into two or more than two separate block of combination logic. And blocks are connected with a register. E ach block ha about less delay then original block. Because each block has its own registers. all block operate independently. Working on two values at the same time. We have reduced the cycle time of the machine because we have cu $t$ the maximum delay through the combinational logic. T his technique is used in our proposed 64 bit BCD adder. First we design 64bit BCD adder using proposed new high speed BCD adder by connecting them in series. But due the connect them in series the propagation delay is increased. It is du e to ripple effect. The architecture of this BCD adder is given in the Working on three values at the same time. The right hand block would start computing for a new input while the left ha d other block $s$ complete $t$ e function for the value started at the last cycle. Furthermore, we have reduced the cycle time of the machine because we have cut the maximum delay through the small combinational logic.

## 64 bit BCD Adder.



Figure 4: 64 bit BCD Adder


Figure 5: Proposed Pipelined 64 bit BCD Adder

## EXTENSION.

## $B C D$ digit multiplication

The BCD encoding of decimal digits [0, 9] maps the latter set to $[0000,1001]$ such that $\mathrm{x} 3 \times 2 \times 1 \times 0$ as the BCD encoding of $\mathrm{X}(0 \leq X \leq 9)$ satisfies the arithmetic equation $8 \times 3+4 \mathrm{x} 2+2 \mathrm{x} 1+\mathrm{x} 0=\mathrm{X}$. A BCD-digit multiplier, with two BCD digits X and Y , realises a function $p(X, Y)=X \times Y$, returning a product value in $[0,81]$ represented by two BCD digits B and C , such that $\mathrm{p}(\mathrm{X}, \mathrm{Y})=10 \mathrm{~B}+\mathrm{C}$, where 0 $\leq \mathrm{B}(\mathrm{C}) \leq 8$ (9). The function p may be realised, in a straightforward manner, by an eight input, eightoutput combinational logic or a $256 \times 8$ look-up table. But practical constraints on area and latency call for more optimum designs. An alternative design may use a standard $4 * 4$ unsigned binary multiplier generating an 8 -bit binary output, which should be corrected to two BCD digits, with the same arithmetic value. Given that the product value belongs to [0, 81], its most significant bit (weighted $2^{7}$ ) is always zero. Let $\mathrm{X}=$ x 3 x 2 x 1 x 0 and $\mathrm{Y}=\mathrm{y} 3 \mathrm{y} 2 \mathrm{y} 1 \mathrm{y} 0$ represent the two input BCD digits and p6p5p4 p3 p2 p1p0 is the output (i.e. product) of the standard $4 * 4$ multiplier, with $\mathrm{p} 7=0$ ignored. Fig. 4 depicts the regular partial product generation and reduction process of this multiplier. In binary parallel multiplication, there are several techniques for partial product reduction and final product computation.
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Fig. 6 BCD* BCD Binary


RTL schematic


Technology schematic:


Design summary:

| Device Utilization Summary (estimated values) |  |  |  | H |
| :---: | :---: | :---: | :---: | :---: |
| Logicutilization | Used | Availdle | Utilization |  |
| Nunber ofsices | 71 | 4656 |  | 1\% |
| Nunber of 4 input | 128 | 9312 |  | 1\% |
| Nunber of foondeetioss | 194 | 190 |  | 102\% |

Timing report:
Timing Detail:
All values displayed in nanoseconds (ns)
Timing constraint: Default path analysis
Total number of paths / destination por
Total number of paths / destination ports: 1635775089 / 65
Delay: $\quad 61.147 \mathrm{~ns}$ (Levels of Logic $=52$ )
Source: cin (PAD)
Data Path: cin to s<62>
Proposed.
BCD ADDER Simulation.


View RTL Schematic
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View Technology Schematic


Design summary:

| Device Utiriztion Summary (estimated values) |  |  | 4 |
| :---: | :---: | :---: | :---: |
| Logicutilization | Used | Availble | Utilization |
| Number ofices | 27 | 4556 | 0\% |
| Number of finputuss | 48 | 9312 | 0\% |
| Numbe ofbonded IOBS | 74 | 232 | 31\% |

Timing Summary
Timing Detail:
All values displayed in nanoseconds (ns)
$\qquad$
Timing constraint: Default path analysi
Total number of paths / destination ports
Delay: $\quad 26.681 \mathrm{~ns}$ (Levels of Logic $=22$ )
$\begin{array}{ll}\text { Source: } & \text { cin (PAD) } \\ \text { Destination: } & \text { sum } 5<2\rangle\end{array}$
Destination: sum5<2> (PAD)

## Extension.

BCD MultiplierSimulation.


RTL Schematic.


Design Summary.

| Device Utilization Summary (estimated values) |  |  |  | - |
| :---: | :---: | :---: | :---: | :---: |
| Logic Utilization | Used | Available | Utilization |  |
| Number of Slices | 5857 | 4656 |  | 125\% |
| Number of Sice flip Flops | 5377 | 9312 |  | 57\% |
| Number of 4input LUTs | 10038 | 9312 |  | 107\% |
| Number of bonded IOBS | 206 | 232 |  | 88\% |
| Number of MULTIBX185SOs | 9 | 20 |  | 45\% |
| Number of GCl.Ks | 1 | 24 |  | 4\% |

Timing Summary.


## V. CONCLUSION

In this paper, the conventional and modified proposed BCD adders are designed using Verilog. The delay of modified BCD adders is less as compared to the conventional BCD adders. We use a new logic to add the correction bits in binary sum which is faster than conventional adder .it increase the speed of BCD adder. Pipeline technique also reduces the propagation delay by increasing throughout. When implemented
on FPGA, the result proved that the proposed booth BCD adder is $15.28 \%$ faster than conventional normal BCD adder and pipeline based 64 bit BCD adder is 55.39 \% faster than conventional 64 bit BCD adder. The proposed approach also applies with minor modifications to three input decimal addition.
Future Scope.
The future scope of the paper is that we can designed for three input or further inputs which will be faster than conventional decimal adders. We can also use state machine approach to increase the speed. For power reduction we can use clock gating technique.
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