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Abstract: 

In this paper, we present PACK (Predictive 

ACKs), a novel end-to-end traffic redundancy 

elimination (TRE) system,designed for cloud 

computing customers. Predictive 

Acknowledgments (PACK) is the latest cloud-

based end-to-end Traffic Redundancy 

Elimination system (TRE). Cloud-based systems 

have to optimize the usage of resources such as 

bandwidth. The bandwidth usage is reduced by 

decreasing the cost of TRE computation and 

storage. ACK is based on a novel TRE 

technique, which allows the client to use newly 

received chunks to identify previously received 

chunk chains, which in turn can be used as 

reliable predictors to future transmitted chunks. 

The server status does not have to be 

continuously maintained when using the PACK 

protocol. This feature makes PACK suitable for 

client mobility and server migration, which 

creates universal calculation environments 

responsible for maintaining cloud elasticity. 

Keywords: Caching, cloud computing, network 

optimization, traffic redundancy elimination. 

 

 

1. Introduction: 

 
Cloud computing offers its customers an 

economical and convenient pay-as-you-go 

service model, known also as usage-based 

pricing. Cloud customers1 pay only for the 

actual use of computing resources, storage, and 

bandwidth, according to their changing needs, 

utilizing the cloud’s scalable and elastic 

computational capabilities. In particular, data 

transfer costs (i.e., bandwidth) is an important 

issue when trying to minimize costs. The cloud 

customers, applying a judicious use of the 

cloud’s resources, are motivated to use various 

traffic reduction techniques, in particular traffic 

redundancy elimination (TRE), for reducing 

bandwidth costs.We present a novel receiver-

based end-to-end TRE solution that relies on the 

power of predictions to eliminate redundant 

traffic between the cloud and its end-users. 

2. Existing System: 

Traffic redundancy stems from common end-

users’ activities, such as repeatedly accessing, 
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downloading, uploading (i.e., backup), 

distributing, and modifying the same or similar 

information items (documents, data, Web, and 

video). TRE is used to eliminate the 

transmission of redundant content and, 

therefore, to significantly reduce the network 

cost. In most common TRE solutions, both the 

sender and the receiver examine and compare 

signatures of data chunks, parsed according to 

the data content, prior to their transmission. 

When redundant chunks are detected, the sender 

replaces the transmission of each redundant 

chunk with its strong signature. Commercial 

TRE solutions are popular at enterprise 

networks, and involve the deployment of two or 

more proprietary-protocol, state synchronized 

middle-boxes at both the intranet entry points of 

data centers. 

 Disadvantages of Existing System: 

1.  Cloud providers cannot benefit from a 

technology whose goal is to reduce customer 

bandwidth bills, and thus are not likely to invest 

in one. 

2. The rise of “on-demand” work spaces, 

meeting rooms, and work-from-home solutions 

detaches the workers from their offices. In such 

a dynamic work environment, fixed-point 

solutions that require a client-side and a server-

side middle-box pair become ineffective. 

3. cloud load balancing and power optimizations 

may lead to a server-side process and data 

migration environment, in which TRE solutions 

that require full synchronization between the 

server and the client are hard to accomplish or 

may lose efficiency due to lost synchronization 

4. Current end-to-end solutions also suffer from 

the requirement to maintain end-to-end 

synchronization that may result in degraded 

TRE efficiency. 

3. Proposed System: 

In this paper, we present a novel receiver-based 

end-to-end TRE solution that relies on the 

power of predictions to eliminate redundant 

traffic between the cloud and its end-users. In 

this solution, each receiver observes the 

incoming stream and tries to match its chunks 

with a previously received chunk chain or a 

chunk chain of a local file. Using the long-term 

chunks’ metadata information kept locally, the 

receiver sends to the server predictions that 

include chunks’ signatures and easy-to-verify 

hints of the sender’s future data. On the receiver 

side, we propose a new computationally 

lightweight chunking (fingerprinting) scheme 

termed PACK chunking. PACK chunking is a 
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new alternative for Rabin fingerprinting 

traditionally used by RE applications. 

Advantages of Proposed System: 

1. Our approach can reach data processing 

speeds over3 Gb/s, at least 20% faster than 

Rabin fingerprinting. 

 2. The receiver-based TRE solution addresses 

mobility problems common to quasi-mobile 

desktop/ laptops computational environments. 

 3. One of them is cloud elasticity due to which 

the servers are dynamically relocated around the 

federated cloud, thus causing clients to interact 

with multiple changing servers. 

 4. We implemented, tested, and performed 

realistic experiments with PACK within a cloud 

environment. Our experiments demonstrate a 

cloud cost reduction achieved at a reasonable 

client effort while gaining additional bandwidth 

savings at the client side. 

 5. Our implementation utilizes the TCP Options 

field, supporting all TCP-based applications 

such as Web, video streaming, P2P, e-mail, etc. 

6. We demonstrate that our solution achieves 

30% redundancy elimination without 

significantly affecting the computational effort 

of the sender, resulting in a 20% reduction of 

the overall cost to the cloud customer. 

System Design:  

 

·      

 .       Receiver Chunk Store 

·        Receiver Algorithm 

·        Sender Algorithm 

·        Wire Protocol 

Receiver Chunk Store 

PACK uses a new chains scheme. Which 

chunks are linked to other chunks according to 

their last received order. The PACK receiver 

maintains a chunk store, which is a large size 

cache of chunks and their associated metadata. 
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Chunk’s metadata includes the chunk’s 

signature and a (single) pointer to the successive 

chunk in the last received stream containing this 

chunk. Caching and indexing techniques are 

employed to efficiently maintain and retrieve 

the stored chunks, their signatures, and the 

chains formed by traversing the chunk pointers. 

When the new data are received and parsed to 

chunks, the receiver computes each chunk’s 

signature using SHA-1. At this point, the chunk 

and its signature are added to the chunk store. In 

addition, the metadata of the previously 

received chunk in the same stream is updated to 

point to the current chunk. The unsynchronized 

nature of PACK allows the receiver to map each 

existing file in the local file system to a chain of 

chunks, saving in the chunk store only the 

metadata associated with the chunks. 

Receiver Algorithm 

Upon the arrival of new data, the receiver 

computes the respective signature for each 

chunk and looks for a match in its local chunk 

store. If the chunk’s signature is found, the 

receiver determines whether it is a part of a 

formerly received chain, using the chunks’ 

metadata. If affirmative, the receiver sends a 

prediction to the sender for several next 

expected chain chunks. Upon a successful 

prediction, the sender responds with a PRED-

ACK confirmation message. Once the PRED-

ACK message is received and processed, the 

receiver copies the corresponding data from the 

chunk store to its TCP input buffers, placing it 

according to the corresponding sequence 

numbers. At this point, the receiver sends a 

normal TCP ACK with the next expected TCP 

sequence number. In case the prediction is false, 

or one or more predicted chunks are already 

sent, the sender continues with normal 

operation, e.g., sending the raw data, without 

sending a PRED-ACK message. 

Sender Algorithm 

When a sender receives a PRED message from 

the receiver, it tries to match the received 

predictions to its buffered (yet to be sent) data. 

For each prediction, the sender determines the 

corresponding TCP sequence range and verifies 

the hint. Upon a hint match, the sender 

calculates the more computationally intensive 

SHA-1 signature for the predicted data range 

and compares the result to the signature 

received in the PRED message. Note that in 

case the hint does not match, a computationally 

expansive operation is saved. If the two SHA-1 

signatures match, the sender can safely assume 

that the receiver’s prediction is correct. In this 



 

International Journal of Research 
Available at https://edupediapublications.org/journals 

e-ISSN: 2348-6848  
p-ISSN: 2348-795X  
Volume 05 Issue 04 

February 2018 

 

Available online: https://edupediapublications.org/journals/index.php/IJR/ P a g e  | 1005 

case, it replaces the corresponding outgoing 

buffered data with a PRED-ACK message. 

 Wire Protocol 

 The existing firewalls and minimizes 

overheads; we use the TCP Options field to 

carry the PACK wire protocol. It is clear that 

PACK can also be implemented above the TCP 

level while using similar message types and 

control fields. The PACK wire protocol operates 

under the assumption that the data is redundant. 

First, both sides enable the PACK option during 

the initial TCP handshake by adding a PACK 

permitted to the TCP Options field. Then, the 

sender sends the (redundant) data in one or more 

TCP segments, and the receiver identifies that a 

currently received chunk is identical to a chunk 

in its chunk store. The receiver, in turn, triggers 

a TCP ACK message and includes the 

prediction in the packet’s Options field. Last, 

the sender sends a confirmation message 

(PRED-ACK) replacing the actual data. 

4. Conclusion: 

Cloud computing is expected to trigger high 

demand for TRE solutions as the amount of data 

exchanged between the cloud and its users is 

expected to dramatically increase. The cloud 

environmentredefines the TRE system 

requirements, making proprietary middle-box 

solutions inadequate. Consequently, there is a 

rising need for a TRE solution that reduces the 

cloud’s operationalcost while accounting for 

application latencies, user mobility, and cloud 

elasticity. 
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