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Abstract – The manifold increase in the use of 

digital media on the Internet has resulted in the 

increasing emphasis on the field of image search or 

retrieval. By ignoring visual content as a basis for 

image retrieval and adapting methods with text 

search techniques the search engines suffer 

inconsistency between the text words and visual 

content. Content-based image retrieval makes use of 

the representation of the visual content to identify 

relevant images and has attracted well-deserved 

attention in the last few years. CBIR combines the 

contents or features of images like color, texture, and 

edges instead of TBIR that uses keywords, labels or 

metadata related to an image. The earlier CBIR 

methods were not able to bridge the gap between 

high-level concepts and low-level features. This work 

reviews the previous works carried out in this area. 

An approach is presented for retrieval of images 

based on a combination of multiple GLCM features 

and relevance feedback based interactive approach. 

Performance evaluation of this method is done based 

on retrieval score and accuracy. 

Keywords: CBIR, TBIR, GLCM, Feature Extraction, 

Relevance Feedback. 

I. Introduction 

The internet has changed the way we share and 

gather information. One of the most remarkable 

effects of this is the use of images to share 

information, which has lead to the success of IT 

companies like Flickr, Imgur, Instagram, Facebook 

etc. As online image sharing and public journalism is 

growing day by day, it has become mandatory to 

develop better search engines so that users can 

retrieve large number of images on the Internet. Big 

search engines such as Google do the image search as 

a purely text-based search problem and hence the 

search results are unsatisfactory. CBIR also was 

known as Query by image content (QBIC) use image 

content deterministic properties of color, texture, 

shapes and their objects in search [1]. 

Implementation of CBIR using only one feature will 

obviously not guarantee satisfactory results [2]. To 

overcome this problem, multiple features are 

combined to implement effective search and retrieval 

of images. An interactive user interface will allow the 

user to submit an initial query and refine his search 

results using relevance feedback. The relevance 

feedback being used will combine the textual features 

with visual features to generate a better retrieval 

score. This paper is organized as follows: In section 

2, the basic methods used in CBIR are presented 

along with the basic concepts involved in it. Section 

3 reviews the main issues, research gaps and 

literature review of few image retrieval techniques. In 

section 4, the proposed methodology is presented. 

Section 5 shows the experimental results and 

comparison with other techniques. Section 6 presents 

the conclusion of the work and future scope of the 

work proposed here. 

II. Background Work 

Image retrieval is the method for browsing, searching 

and retrieving images from a large database of digital 

images. There have been a lot of works in image 

retrieval systems in the recent time [3]. These works 

can be categorized into two categories – text-based 

image retrieval (TBIR) and content-based image 

retrieval (CBIR).  

A. Text-Based Image Retrieval 

In conventional systems, text-based image retrieval 

systems are most commonly used. This search is 

based on annotation of images or metadata associated 

with images. The most commonly used TBIR system 

is Google Images. In advanced systems, the 

annotation is a translation from a set of image 

segments to a set of words in the same way as done 

in linguistic translation [4].Even though a text-based 

search-engine can retrieve images properly without 

understanding the content, it is not convenient for a 

user to give a low-level description of what image he 

is looking for. And for this reason, the results of 

TBIR systems are sometimes very irrelevant. 
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B. Content-Based Image Retrieval 

To overcome the above problems, CBIR was 

implemented where content-based features properties 

were used for image retrieval. The term was coined 

by Kato in his 1992 research article [5]. 

CBIR Architecture: The block diagram of CBIR is 

shown in the figure given below. 

 

Figure 1: CBIR architecture 

It can be deduced that CBIR mainly comprises of 

three steps which are feature extraction, feature 

matching, and retrieval system design. The CBIR has 

the following steps 

1. Creating a database Store images into a 

database to prepare own database for testing 

purpose or use inbuilt databases. 

2. Input Query Image Select an image for 

which similar images for the database are 

needed to be retrieved. 

3. Feature Extraction Important features of 

database images and query images are 

extracted using relevant techniques. 

4. Feature Matching Measure similarity 

between query and stored database images 

based on similarity measures such as 

Manhattan distance, Euclidean distance, and 

the images which have features with 

minimum distances are finally retrieved, 

5. Result evaluation The retrieved images are 

then evaluated based on performance 

metrics such as sensitivity, specificity etc. 

6. Relevance feedback The initial query is 

filtered by the user to optimize the selected 

visual features. 

Features of Images used for retrieval: A feature is 

information about the image, which can be used for 

solving the calculation tasks related to specific 

applications. Generally, the features are of much less 

in size and dimension than the original image. This 

reduces the computational complexity required for 

matching images. The features extracted are a low-

level representation of the images. 

Retrieval of images based on color features: Color is 

naturally the most used property of image in CBIR. 

There are different representations of color as in 

normalized RGB, hue, saturation, c1c2c3,and l1l2l3 

[6]. The c1c2c3model has been found to be most 

suitable for application in CBIR. The c1c2c3 features 

are invariant to background complication and 

different photometric conditions. These features are 

defined as follows 

𝑐1 𝑥, 𝑦 = 𝑎𝑟𝑐𝑡𝑎𝑛
𝑅(𝑥, 𝑦)

max⁡(𝐺 𝑥, 𝑦 , 𝐵(𝑥, 𝑦))
 

𝑐2 𝑥, 𝑦 = 𝑎𝑟𝑐𝑡𝑎𝑛
𝐺(𝑥, 𝑦)

max⁡(𝑅 𝑥, 𝑦 , 𝐵(𝑥, 𝑦))
 

𝑐3 𝑥, 𝑦 = 𝑎𝑟𝑐𝑡𝑎𝑛
𝐵(𝑥, 𝑦)

max⁡(𝑅 𝑥, 𝑦 , 𝐺 𝑥, 𝑦 )
 

Here R(x,y), G(x,y) and B(x,y) is the red, green and 

blue component of the color image. Various features 

that can be used are Color histogram, Color 

Coherence Vector, Color Correlogram and Color 

Moments.  

Retrieval of images based on texture features: 

Texture features are calculated from the local power 

spectrum of the images. The real and imaginary parts 

of the complex local power spectrum are relevant 

features that give information about the presence of 

significant texture orientations. The other information 

which is desired from texture features is adegree of 

contrast, coarseness and regularity [7, 8]. 2D Gabor 

filters are very widely used in extracting the texture 

features. Even fractals have been used for texture 

analysis [9]. The main goal of texture based retrieval 

is to find images with a similar texture to the images 

with homogeneity are searched for. Hence the 

homogeneity of the texture should be represented by 

these features. This is effectively represented by the 

mean and standard deviation of the magnitude of the 

Gabor filter outputs.  
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Retrieval of images based on shape features: Local 

shapes are often the most discriminate feature inside 

an image. Global shape descriptors such as Fourier 

transforms or skeletal shape are too general to be 

used in CBIR. Shape information is calculated from 

edge extraction. While extracting edges, over-

segmentation or under-segmentation will create 

problems in shape analysis. These features can be 

used for retrieval systems [10, 11].Sometimes fuzzy 

features are also used to represent shape information 

[12]. 

Retrieval of images based on GLCM features: 

GLCM is also one of the texture analysis methods 

which deals with second-order statistics. Each entry 

in GLCM relates to the frequency of the occurrences 

of two gray levels which are at a certain distance 

from each other inside the image [13]. There are a 

total of 14statistical features derived from GLCM. 

While extracting GLCM, there are three basic 

parameters that have to be defined: the quantization 

levels of the image and the displacement and 

orientation values of the measurements [14].  

Need for multiple Features: The combination of 

multiple features is necessary because usually a 

single feature based representation is not sufficient to 

capture the variations in an image (view-point, 

illumination etc.). The combination of multiple 

features help in achieving improved performance and 

allows retrieval of meaningful images. Multiple 

features of different types will properly represent the 

image content. For effective and accurate retrieval, it 

is also necessary to use a way which will encode 

these features properly into a low dimensional vector. 

Some features even have complementary properties 

and combining such features should be done with 

utmost care.  

Need for Feature Extraction: Feature extraction is 

the most significant step of CBIR as the specific 

features used for retrieval directly affects the 

efficiency of the retrieval process. Feature extraction 

derives the visual content of the image and represents 

it in the form of a low-dimensional vector. The 

feature extraction is applied to each image of the 

database as a result of which the large and complex 

database gets converted into an array of low-

dimensional vectors. Each vector represents an image 

of the database. The database is indexed using these 

vectors and later these indices are used for retrieval 

process. 

III. Review Method 

The problems which we have delved into this section 

are as follows  

 What are the existing tools, techniques, and 

methods for CBIR 

 What are the existing gaps in the existing 

works 

 Which are the key areas of interest in the 

field of CBIR 

The results of this study have been presented in this 

section.  

One of the most difficult problem in CBIR is to 

assign the low-level visual features such as color, 

texture, shape etc to high-level semantic values such 

as animals, buildings, flowers etc [15]. In the last few 

years, many methodologies have been proposed to 

reduce the semantic gap between visual content and 

human semantics [16, 17]. The CBIR methods can be 

again classified into three approaches  

1. Supervised Learning 

2. Unsupervised Learning 

A. Supervised Learning Techniques 

Supervised learning is a significant step in speeding 

up the speed of image retrieval, increasing the 

efficiency of the retrieval process, and perform 

annotation [17]. Datta et al. [17] categorized the 

classification of images into discriminative and 

generative frameworks. In the discriminative 

framework, boundaries of classification are directly 

determined as in Support Vector Machines (SVM) 

and Decision Trees (DT).While generative approach 

tries to calculate data intensity within each class and 

based on that tries to optimize the boundaries 

between each class by using Bayesian formula. The 

generative frameworks are preferable when there a 

lot number of classes. 

Vailaya et al. [18] proposed a hierarchical algorithm 

based on binary Bayesian classification. Natural 

scene images were categorized into indoors and out 

door using a hierarchical structure. Outdoor images 

were further divided into city and landscape. At the 

lowest level, subsets of landscape images were again 

divided into sunset, forest, and mountain. They 

achieved high accuracy in classification on a specific 

database comprising of 6931 images. They also 

concluded that the accuracy of the method is based 
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on selected features, the number of training sets, and 

the learning ability of classifier in true decision 

boundary. The drawback of this method is that 

categorization is under constraint. That is, test image 

has to be taken from one of the classes. 

Feng et al. proposed a method to solve some neural 

network problems [19]. The Bootstrap tries to learn 

samples from a small set of training labels. In this 

approach, to classify a new image, two independent 

classifiers are used to co-train and co-annotate for 

cumulative annotating. The results on 6000 mid-size 

images from CorelCD1,PhotoCD2, and Web 

demonstrated 10% improvement in retrieval accuracy 

as compared to previous algorithms. 

SVM is one more machine learning tool used for 

multiple concepts learning in image retrieval. Shi et 

al. [20] concluded that binary SVM is a good 

classifier for learning image regions because of 

generalization ability. They employed 23 important 

category concepts for image annotating. The classes 

are animals, vehicles, beaches, mountains, meadows, 

buildings, transportation, facilities, office equipment, 

food, clouds, snow, sunrises/sunsets, grasses, trees, 

plants, flowers, rocks, clothing, people, water, none, 

and unknown. Their experiments with a set of 800 

training and testing image sets have shown strong 

results to classify image regions. 

Recent research work [21] conclude that decision tree 

learning (DT) methods can produce the more 

efficient interpretation of high-level semantic 

concepts in semantic-based image retrieval (SBIR) 

among the machine learning techniques for feature 

vector coding. Decision tree learning algorithms 

including ID3, ASSISTANT, C4.5 (enhanced version 

of ID3), and CART are extensively used for data 

classifying. This method divides feature space 

repeatedly into a group of non-overlapping spaces. 

Shinde et al. [27] used color features of an image to 

form a feature vector. These features were then used 

for classification using machine learning classifiers. 

These techniques were shown to perform well for 

some classes but not so efficient for other classes. 

Ammar Huneiti et al. [28] used color and texture 

feature vectors using the Discrete Wavelet Transform 

and the Self Organizing Map artificial neural 

networks. They used Euclidean distance as the 

similarity measure. But they did not consider the 

shape features. 

B. Unsupervised Learning Techniques 

Unsupervised clustering is one more significant 

method used in content-based image retrieval. The 

goal of this method is to classify a set of image data 

in a manner to enhance the similarity within clusters 

(high intra-cluster similarity) and reduce the 

similarity between the clusters (low inter-cluster 

similarity) [22]. 

 

Zheng et al. [23] proposed a powerful locality 

preserving clustering (LPC) algorithm for image 

databases, which is modified version of locality 

preserving projections (LPP) [24]. At the 

fundamental level, spectral clustering comprises of 

two steps: dimension reduction and using clustering 

method. Zheng’s comparative study [23] found that 

the cluster representation and computational 

efficiency of LPC method are very useful in their 

method. Other than that, this method can offer an 

explicit mapping function compared to the 

Normalized cut method (spectral clustering) [25]. 

Chen et al. [26] proposed a new algorithm termed as 

cluster-based retrieval of images by unsupervised 

learning (CLUE), in which the system aims to 

retrieve images by using the similarity knowledge 

between target images through user interaction. They 

claim that the degree of user involvement with CBIR 

system can help to reduce the semantic gap. 

Deepak John et al. [29] divided the images into sub-

blocks of equal size as their first step. They extracted 

the color and texture of each sub block by 

quantifying the HSV color space. Euclidean distance 

was used in retrieving in similar images. The 

computational complexity and retrieval time 

increased because of the extra step of block matching 

and extraction. 

IV. Proposed Method 

A. Image Representation 

The images have rich metadata associated with them 

such as title, category, and comments. All this 

metadata is used to represent the image in the form of 

textual features. We use Search Result Clustering for 

construction of the textual space. The vector-space 

model with TF-IDF weighting scheme is used to 

represent the textual feature 

𝐹𝑇     =  𝑤1 , …𝑤𝐿  

𝑤𝑖 = 𝑡𝑓𝑖 . ln⁡(
𝑁
𝑛𝑖 ) 
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 𝐹𝑇      is the textual feature of the image 

 𝑤𝑖  is the weight of the ith term in I’s textual 

space 

 𝐿 is the number of all distinct terms 

 𝑡𝑓𝑖is the frequency of ith term in I’s textual 

space 

 𝑁 is the total number of images 

 𝑛𝑖  is the no of images whose metadata 

consists the ith term 

The image is visually represented by a 64 

dimensional feature vector in addition to the 

GLCM features. The feature vectors are 

combination of the following features:  

Color Moments: Color moments are values that can 

be used differentiate images based on their features 

of color. The most important moments are Mean, 

Standard deviation and Skewness. The first order 

(mean), the second (standard deviation) and the third 

order (Skewness) color moments have been proved to 

be efficient and effective in representing color 

distributions of images. In total we took six 

dimensional color moments for each image. 

Auto-Correlogram: An auto-Correlogram is used to 

derive the spatial correlation between pixels. Here we 

use banded auto Correlogram of 44 dimensions. 

Color texture moments: We calculated first and 

second order textural moments to represent certain 

aspect of image. 14 textural moments calculated for 

each image   . 

B. GLCM Features 

We calculate the GLCM matrix for only one 

direction and one distance. For the proposed 

approach the features extracted from the GLCM are 

as follows: 

 Mean 

𝜇𝑖 =  𝑖𝑃(𝑖, 𝑗)

𝐺−1

𝑖,𝑗=0

 

𝜇𝑗 =  𝑗𝑃(𝑖, 𝑗)

𝐺−1

𝑖,𝑗=0

 

 Variance 

𝜎𝑖 =  𝑖 − 𝜇𝑖 𝑃(𝑖, 𝑗)
𝐺−1

𝑖,𝑗=0
 

𝜎𝑗 =  𝑗 − 𝜇𝑗  𝑃(𝑖, 𝑗)
𝐺−1

𝑖,𝑗=0
 

 

 Entropy 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = − 𝑃 𝑖, 𝑗 log⁡(𝑃 𝑖, 𝑗 )
𝐺−1

𝑖,𝑗=0
 

Higher entropy values are found in 

homogeneous scenes while lower values are 

found in inhomogeneous scenes. 

 Dissimilarity 

𝐷𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 =  𝑖 − 𝑗 𝑃 𝑖, 𝑗 
𝐺−1

𝑖,𝑗=0
 

 Contrast 

𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡 =   𝑖 − 𝑗 2
𝐺−1

𝑖,𝑗=0

𝑃(𝑖, 𝑗) 

 Homogeneity (Inverse Difference Moment) 

𝐼𝐷𝑀 = 
𝑃(𝑖, 𝑗)

1 + (𝑖 − 𝑗)2

𝐺−1

𝑖,𝑗=0
 

 Correlation 

𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛

= 
 𝑖 − 𝜇𝑖  𝑗 − 𝜇𝑗  𝑃(𝑖, 𝑗)

𝜎𝑖𝜎𝑗

𝐺−1

𝑖,𝑗=0
 

 Energy 

𝐸𝑁𝑅𝐺𝑌 = (𝑃(𝑖, 𝑗))2
𝐺−1

𝑖,𝑗=0
 

In total we calculated 8 features for each 

image from the gray level co-occurrence 

matrix. 

C. Similarity Measure 

Similarity measurement is an important part of CBIR 

algorithms. We have used Euclidean distance 

measure which is the most common metric for 

measuring the distance between two vectors. 

Euclidean distance  

𝐸 𝑢, 𝑣 

=   𝑥1 − 𝑦1 2 +  𝑥2 − 𝑦2 2 +⋯ 𝑥𝑛 − 𝑦𝑛 2
2

 

D. RF in Textual Space 

Rocchio’s algorithm is used to perform RF in textual 

space. By using the RF, an optimal query so that the 

difference between the averages scores of a relevant 

image and the average score of a non-relevant image 

is maximized. Cosine similarity is used to calculate 

the similarity between an image andthe optimal 

query. 
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𝐹𝑜𝑝𝑡        = 𝐹𝑖𝑛𝑖       +
𝛼

𝑁𝑅𝑒𝑙
𝐹𝐼     

where: 

 𝐹𝑖𝑛𝑖        is the vector of the intial query 

 𝐹𝐼    is the vector of a relevant image 

 𝐹𝐽     is the vector of a non relevant image 

 𝑁𝑅𝑒𝑙  is the number of relevant images 

 𝛼 is the parameter which controls the 

relative contribution of relevant images and 

the initial query 

E. RF in Visual Space 

Rui’s algorithm is used to perform RF in visual 

space. The feature vector of the optimal query is the 

mean of all features of clicked images. The weight of 

a feature dimension is proportional to the inverse of 

the standard deviation of the feature values of all 

clicked images. Different similarity measures are 

used to calculate the distance between an image and 

the optimal query. 

F. Fusion of TRF and VRF 

The flow chart of the fusion process is shown in the 

given figure 

 

Figure 2: flow chart of TRF and VRF 

RF in textual space is done to rank the images using 

the optimal query equation. Then, RF is done in 

visual space using Riu’s algorithm. This re-ranking is 

only done on the top K images. The re-ranking 

process is based on the following equations 

𝑆 = 𝛽 ∙ 𝑆𝑉 +  1 − 𝛽 𝑆𝑇 

𝛽 = 𝛼 ∙ 𝑒𝑥𝑝 −𝜆 ∙ 𝐷𝑎𝑣𝑒   

𝐷𝑎𝑣𝑒 =  𝐹𝑖
𝑉      − 𝐹𝑂𝑃𝑇

𝑉           /𝑛

𝑛

𝑖=1

 

𝐹𝑂𝑃𝑇
𝑉          =  

𝐹𝑖
𝑉      
𝑛
 

𝑛

𝑖=1

 

𝑆𝑉 = 1 − 𝐷𝑉  

Where: 

 𝑆 is the similarity metric in both visual and 

textual spaces 

 𝑆𝑉  is the similarity between the top image 

𝐼’s visual feature and 𝐹𝑂𝑃𝑇
𝑉           

 𝑆𝑇  is the cosine similarity between I’s 

textual feature and 𝐹𝑂𝑃𝑇
𝑇           

 𝛽 is the combination parameter for visual 

and textual spaces 

 𝛼 and 𝜆control RF feedback in visual space 

 𝐷𝑎𝑣𝑒 is the deviation of the clicked image in 

visual space. 

 𝐹𝑖
𝑉      is the visual feature of top image Ii. 

 𝐹𝑂𝑃𝑇
𝑉          is the visual feature of optimal query 

 𝐷𝑉is the similarity metric between I’s visual 

feature and feature of optimal query. 

V. Experiment results 

The algorithm was implemented in Matlab and the 

results are presented in this section.  

 

Figure 3: given query and images retrieved using TFRF 
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Figure 4: Images retrieved by VFRF with GLCM features 

First, the results were generated in textual space by 

ignoring the value of 𝜆 and changing the values of 𝛼 

from 0 to 1(step-value=0.05), and K from 100 to 

1000(step-value – 100).The results are shown here in 

this figure. Experimental results to obtain the optimal 

value of K. K is finally selected from this experiment 

and then used in the final result simulation. Next, 

after getting the K value, 𝜆 is evaluated from 1 to 256 

(step size = 2) and 𝛼 is evaluated in the same manner 

as dicussed earlier to get the optimal values for both. 

The performance is shown in below figure. 

 

Figure 5: function curves with different values of 𝜆 

After selecting these values the performance of five 

strategies is evaluated. 

(i) Retrieval using RF in Textual space 

(ii) Retrieval using RF in Visual space 

(iii) Retrieval using RF in Visual space with 

extended feature-set (using GLCM) 

(iv) Retrieval combining RF in Visual and 

Textual space  

(v) Retrieval combining RF in Visual with 

extended feature set and Textual space 

 

 

Figure 6: Performance of different strategies 

VI. Conclusion 

In this work, relevance feedback methods are 

employed for both textual and visual features based 

image retrieval is discussed exposing their 

achievements and gaps. The GLCM features 

extracted for each image improved the search results. 

Performance assessment of little state–of- the –art 

image retrieval methods and the proposed method are 

done using Accuracy. Experimental results on 5 

different data groups have been carried out and the 

results show improved accuracy over the previous 

methods. The future work incorporates database 

population and the investigation of the other features 

of the images in order to enhance the retrieval 

process. 
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