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Abstract: 

We propose an approach for age estimation from  uncon- 

strained images based on deep convolutional neural net- 

works (DCNN). Our method consists of four steps: face 

detection, face alignment, DCNN-based feature extraction 

and neural network regression for age estimation. The pro- 

posed approach exploits two insights: (1) Features obtained 

from DCNN trained for face-identification task can be used 

for age estimation. (2) The three-layer neural network re- 

gression method trained on Gaussian loss performs better 

than traditional regression methods for apparent age esti- 

mation. Our method is evaluated on the apparent age esti- 

mation challenge developed  which it achieves the error of 

0.373. 
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1. Introduction; 

In this paper, we present a method for estimating the 

age of a person from unconstrained images. This method 

was specifically developed for the ICCV 2015 ChaLearn 

Look- ing at People Apparent Age Estimation 

Challenge[4]. The Age Estimation Challenge dataset is one 

of the first datasets on age estimation that contains 

annotations on apparent age and it contains nearly 5000 

age-labeled RGB face images [4]. Samples images from 

this dataset are shown in Fig- ure e image-based age 

estimation has recently become a topic of interest in both 

industry and academia [6, 20].  To further understand the  

task, it was suggested to differentiate age estimation into four 

concepts [6]: 

• Actual age: real age of an individual. 

• Appearance age: age information shown on the visual 

appearance. 

 
     Figure 1. Sample images from the ICCV apparent age 

estimation challenge dataset [4]. 

Apparent age: suggested age by human subjects from 

the visual appearance. 

Estimated age: recognized age by machine from the 

visual appearance. 

  We developed a method for automatic age estimation based on 

DCNNs. Our method consists of four main stages: face 

detection, face alignment, features extraction, and a 3- layer 

neural network regression. 

 

• 

• 
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Figure 2. An overview of the proposed DCNN-based system for apparent age estimation. 

part model for face detection [21], and en- semble of 

regression trees method for face alignment [14]. We then 

encode the age information using a deep convo- lutional 

neural network (DCNN). However, as the number of samples 

is limited, we propose to obtain features from the pool5 layer 

of a pre-trained DCNN model for the task of face-

identification. As such, we show that without re-tuning the pre-

trained DCNN network for face-identification task on age 

estimation data, we are able to obtain a reason- ably good 

performance. For age estimation, we adopted a 3-layer neural 

network regression model (3NNR) with the Gaussian loss 

function. Finally, to further enhance the re- gression method, 

we adopt a hierarchical learning approach. Figure 2 presents an 

overview of our age estimation method. The rest of the paper is 

organized as follows: Section 2 provides a brief overview of 

related works. We then present the proposed approach in 

Section 3. Experimental results are provided in Section 4, and 

Section 5 concludes the paper with a brief summary and 

discussion. 

 

2. Related Works 

Age estimation techniques are often based on shape- 

based cues and texture-based cues from faces, which are then 

followed by traditional classification or regression methods. 

To estimate age, holistic approaches usually adopt subspace-

based methods, while feature-based approaches typically 

extract different facial regions and compute an- thropometric 

distances [20, 27, 19, 28]. 

Inspired by studies in neuroscience, which suggest that 

facial geometry is a strong element that influences age per- 

ception [19], geometry-based methods [27, 19] address the 

age estimation problem by capturing the face geometry. Fa- 

cial geometry, in this context, refers to the location of 2D 

facial landmarks on images. Recently Wu et al. [28] pro- 

posed an age estimation method that presents the facial 

geometry as points on a Grassmann manifold. A Grass- 

mann manifold is a quotient space of the special orthogo- 

nal group1 SO(n) and is defined as a set of p-dimensional 

linear subspaces of Rn. In practice an element X of Gn, p 

is represented by an orthonormal basis as a n × p matrix, 

i.e., XT X = Ip. In the current scenario, p = 2 and n 
represents the number of facial landmarks. To solve the  

 regression problem on the Grassmann manifold, [28] then  

 

 

 

 

 

 

used the differential geometry of the manifold. As such, all 

the points on the manifold are embedded onto the tan- gent 

space at a mean-point. To this end, standard vector- space 

regression method can be directly applied on the tangent 

plane, which is an Euclidean vector space. The exper- imental 

results conducted on various datasets showed that this 

geometry-based method can outperform several state- of-the-

art feature-based approaches [18, 9, 17] as well as other 

geometry-based methods [10]. However, the Grass- mannian 

manifold-based geometry method suffers from a number of 

drawbacks. First, it heavily relies on the accu- racy of 

landmark detection step, which might be difficult to obtain in 

practice. For instance, if an image is taken from a bearded 

person, then detecting landmarks would be- come a very 

challenging task. In addition, different ethnic- ity groups 

usually have separate face geometry, and to ap- propriately 

learn the age model, a large number of samples from different 

ethnic groups is required. 

In contrast, our method is based on DCNN to encode the 

age information from a given image. Recent advances in 

deep learning methods have shown that compact and 

discriminative image representation can be learned using 

DCNN from very large datasets [2]. There are various 

neural-network-based methods, which are developed for fa- 

cial age estimation [8, 24, 15] . However, as the number of 

samples for estimating the apparent age task is limited, (i.e. 

not enough to properly learn discriminative features, unless a 
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large number of external data is added), the traditional neural 

network methods often fail to learn an appropriate model. 

Contribution: In this paper, we propose to 

Obtain features from the pool5 layer of the DCNN model 

pre-trained for the face-identification task, as described in 

[2]. We show that using features from such a network, 

without fine-tuning on age estimation data, we can still 

obtain good estimates of apparent ages. In section 4, we show 

that compared to the neural network-based methods which 

are trained using large number of age estimation data, the 

proposed method performs reasonably well. 

1. Then we propose a 3-layer neural network based re- 

gression model learned using Gaussian loss function, and 

show that this model can outperform traditional regression 

methods. 
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Figure 3. An overview of the face detection system using Deep Pyramid Deformable Parts Model[21]. 

 

2. Finally, as the number of samples for young and old 

age groups is very limited, we adopt a hierarchical 

learning method and further enhance the performance 

of the proposed regression model. 

3. Proposed Approach 

The proposed system consists of the complete pipeline 

for face detection, face alignment and age estimation. Given 

an image, we first detect the location of the face using the 

face detection algorithm[21]. We then crop the face and use 

the face alignment method to detect crucial fiducial points. 

These points are used to properly align the detected faces. 

Each aligned face is then passed through a deep CNN face- 

identification network to compute the features required for 

age estimation. Finally, a 3-layer neural network-based re- 

gression is performed on these features to estimate the ap- 

parent facial age. The system architecture is illustrated in 

Figure 2. The details of each component are presented in 

the following sections. 

 Face Detection 

We use the Deep Pyramid Deformable Parts Model [21] 

for face detection. It consists of mainly two modules. The 

first one takes an input image of variable size and constructs 

an image pyramid with seven levels. Using this image pyra- 

mid, the network generates a pyramid of 256 feature maps 

at the fifth convolution layer (conv5). A 3 3 max filter is 

applied to the feature pyramid at a stride of one to obtain 

the max5 layer which essentially incorporates the conv5 
“parts” information. The activations at each level are nor- 

malized in the (norm5) layer to remove the bias from face 

size. 

The second module is a root-only DPM[5] trained on the 

(norm5) feature pyramid using a linear SVM. The root fil- 

ter of a certain width and height is convolved with the fea- 

ture pyramid at each resolution level in a sliding window 

manner. Locations having scores above a certain threshold 

are mapped to their corresponding regions in the image to 

generate the bounding boxes. These boxes undergo a greedy 

non-maximum suppression to prune low scoring detection 

regions with Intersection-Over-Union (IOU) overlap above 

0.3. In order to localize the face as accurately as possible, 

the selected boxes undergo bounding box regression. 

The face detection method described above has the ad- 

vantage of detecting faces at multiple resolutions and mul- 

tiple pose angles. It can detect faces as low as (20 20) 

pixels in resolution, which makes it capable of detecting 

and localizing faces in unconstrained scenarios. Since the 

images provided for the age estimation challenge[4] con- 

tained only one face, we select the bounding box with high- 

est score as the face location. The architecture overview of 

this face detection system is illustrated in Figure 3. 

 

3.2. Face Alignment 

For face alignment, we use the dlib C++ library of the 

method described in [14]. It uses an ensemble of regression 

trees to estimate the face landmark positions directly from a 

sparse subset of pixel intensities, achieving super-real-time 

performance with high quality predictions. It optimizes an 

appropriate loss function and performs feature selection in 

a data-driven manner. In particular, it learns each regressor 

using gradient boosting with a squared error loss function. 

The sparse pixel set, used as the regressors input, is selected 

via a combination of the gradient boosting algorithm and  

a prior probability on the distance between pairs of input 

pixels. The prior distribution allows the boosting algorithm 

to efficiently explore a large number of relevant features. 

The result is a cascade of regressors that can localize the 

facial landmarks when initialized with the mean face. 

Given the input image with the detected face bounding 

box, the method first crops the face and assigns an initial 

mean shape S0
. The shape estimate S(t+1) at (t+1)th stage 

can be written in terms of the shape estimate at the previ- 

ous stage S(t) and a shape regressor rt which determines 

the increment in the shape estimate using the current shape 

estimate and the difference in pixel intensity values as the 
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× 

Σ 
2σ2 

× 

× 

features. Equation (1) summarizes the cascade regression 

process. 

 
S(t+1) = S(t) + rt(I, S

(t)). (1) 

 
Once the facial landmarks are detected, the face is 

aligned into the canonical coordinate system with the sim- 

ilarity transform using the 3 landmark points (i.e. left eye 

center, right eye center, and nose base). After alignment, the 

face is converted to gray-scale image with the resolution of 

100 100 pixels. Figure 4 shows landmark detections and 

the aligned face obtained by this method. 

 

 

 
Figure 5. Feature Representation obtained for the aligned gray- 

scale face image using the CNN trained for face-identification 

task. 

 
3.4. Age Estimation 

Non-linear Regression: We use a 3-layer neural net- 

work to learn the age regression function. The number of 

layers is determined experimentally to be 3. The regression 

is learned by optimizing the loss function provided in [4] 
 

 1 
i=N 

L = 
N 

i=1 

1 − e
−

 

(xi−µi)
2 

i , (2) 

 

 
 

Figure 4. (a) The cropped face from the image using face detection. 

(b) Landmarks detected on the face. (c) Aligned gray-scale face 

image using 3 landmark points (eye centers and nose base). 

 

 
3.3. Feature Representation 

where L is the average loss for all the training samples, xi 
is the predicted age, µi is the ground truth label for age  

and σi is the standard deviation in age for the ith training 

sample. The network parameters are trained using the back- 

propagation algorithm[23] with batch gradient descent. The 

gradient obtained for the loss function is given by 3. This 

gradient is used for updating the network weights during 

training with back-propagation 

We compute the features using the CNN learned for the  
∂L 

= ∂x 
1 

 
 N σ2 

 
(xi − µi)e 

(xi−µi)
2 

2σ2 
i . (3) 

face-identification task as described in [2]. The feature vec- 

tor representation obtained from this network is compact 

and discriminative for faces. We use the same network ar- 

chitecture proposed in [2] for age estimation. 

The network is trained for a classification task on the 

CASIA-WebFace dataset [29] with 10, 575 subjects as the 

classes. It requires grey-scale aligned faces of dimensions 

100 100 as input, which is obtained from the face align- 

ment step. The network includes 10 convolutional layers, 

5 pooling layers and 1 fully connected layer. Each con- 

volutional layer is followed by a parametric rectified linear 

unit (PReLU) [11] except the last one, Conv52. Moreover, 

two local normalization layers are added after Conv12 and 

Conv22, respectively to mitigate the effect of illumination 

variations. The kernel size of all filters are 3 3. The first 

four pooling layers use the max operator, and the average 

pooling for the last layer, pool5. The feature dimension of 

pool5 is thus equal to the number of channels of Conv52 
which is 320. To classify a large number of subjects in the 

training data, this low-dimensional feature should contain 

strong discriminative information from all the face images. 

Consequently, the pool5 feature is used as our feature rep- 

resentation for age estimation. 
i 

Since, the feature vector is dedicated for a more com- 

plex task of face-identification, not all the dimension would 

be necessary for age information. This calls for a dimen- 

sionality reduction technique to be used. However, we do 

not know the exact number of reduced dimension to retain. 

So, instead of reducing the dimension manually, we let the 

network decide for itself the best dimensions to be used for 

age estimation. This is done by adding Dropout [25] after 

each layer which reduces the over fitting due to less number 

of training data and high dimension of feature. The amount 

of dropout applied is 0.4, 0.3 and 0.2 for the input, first and 

− 
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second layer of the network respectively. The dropout 

ra- tio is applied in a decreasing manner to cope up 

with the decrease in the number of parameters for the 

deeper layers. Each layer is followed by (PReLU) 

[11] activation func- tion except the last one which 

predicts the age. The first layer is the input layer 

which takes the 320 dimensional fea- ture vector 

obtained from the face-identification task. The 

output of this layer, after the dropout and PReLU 

opera- tion, is fed to the fist hidden layer containing 

160 number of hidden units. Subsequently, the output 

propagates to the second hidden layer containing 32 

hidden units. The output 
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from this layer is used to generate a scalar value that would 

describe the apparent age. Figure 6 depicts the 3-layer neu- 

ral network used along with the parametric details for each 

layer. 

 

 
Figure 6. The 3-layer neural network used for estimating the ap- 

parent age. 

 

Hierarchical Learning: The number of training sam- 

ples from the challenge dataset [4], with young age labels 

(less than 20) and old age labels (greater than 50) are fewer 

as compared to the mid age labels (between 20 and 50). Due 

to this uneven distribution in data, the regressor doesn’t fit 

well for young and old age groups. To overcome this issue, 

we adopt the hierarchical approach to estimate the age as 

described in [26]. 

Let the regression model trained using training samples 

from [4] be denoted by Mmain. We additionally train two 

separate models, Myoung for the young age group (0 to 20) 

using data from Adience OUI dataset [3] and Mold for the 

old age group (50 and above) using the MORPH dataset 

[22]. The new models are trained using the same 3 layer 

neural network architecture. We estimate the final age by 

selecting from the predicted ages from all the 3 models. If 

Mmain estimates the age between 18 and 52, we select it as 

the final age. If Mmain estimates age to be less than 18, we 

choose the age predicted by Myoung. In scenarios where 

Mmain estimates age to be greater than 52, we choose the 

age predicted by Mold. The flowchart in Figure 7 illustrates 

the selection process for the age estimated by the three mod- 

els. 

4. Experimental Results 

We evaluate the proposed method using the ICCV-2015- 

Challenge validation and test data sets [4]. We first compare the 

performance of our proposed method with the geome- try based 

method [28], which from this point we will refer 
 

 

 
Figure 7. The flowchart illustrating the algorithm for choosing be- 

tween the young model, old model and the original model for cor- 

rect predicted age. 

 

to as Grassmann-Regression (G-LR). We follow the same 

method as described in section 3.2 to detect landmarks for 

the G-LR method. We also compare the performance of 

our proposed 3-layaer NN regression method with the stan- 

dard linear regression on the provided validation dataset. 

We then show the effect of adopting a hierarchical learn- 

ing step for improving the proposed 3-layer NN regression 

method. Finally, we report our results on the test dataset. 

 Data Description 

For performing automatic apparent age estimation from 

face-images, 4699 images were provided which were col- 

lectively labelled (each label is the average of at least 10 

different users opinions) [4]. This is the first dataset on ap- 

parent age estimation containing annotations. The dataset 

consists of 2476 training images, 1136 validation images, 

and 1087 test images, which were taken from individuals 

aged between 0 to 100. 
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The images are captured in unconstrained 

environment in the wild, with variation in position, 

illumination and quality. Figure 8 shows the 

distribution of the ICCV-2015- Challenge dataset 

across the different age groups. It is ev- ident from the 

figure that most of the data are distributed around the 

age group of 20-50, while there are very few samples 

in the range of 0-15 and above 55. 

In our experiments, we train the Mmain model 

using only the training samples from [4]. We augment 

our data by sampling 1000 images for the age group 

of 0-20 from Adience [3] and 1000 images for the 

age group of above 
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− − 

 

 

Figure 8. Training data distribution of ICCV-2015 Apparent Age 

Estimation Challenge, with regard to age groups 

 

50 years old from MORPH [22]. We then train the mod- 

els Myoung and Mold using samples from the augmented 

data with age groups 0-20 years and 50 years or more, re- 

spectively. We also use the features for flipped faces to 

train our models. All the models were trained using Caffe 

[13]. We would like to emphasize that our Deep CNN net- 

work was not fine-tuned for age estimation. Even after 

using features obtained from a CNN trained for the face- 

identification task, and applying 3-layer NN based regres- 

sion on them with less amount of training data, we still can 

achieve close to human level performance of 0.37 error for 

apparent age estimation. We conjecture that the features 

for face-identification are effective for age estimation as ap- 

parent age is one of the contributing factors for face iden- 

tification. For evaluating on the test set, we also include 

the validation set samples in training our regression mod- 

els. Table 3 shows the comparison of our method with other 

methods submitted for the competition, on the test set. It 

clearly shows that our method performs comparably even 

though we use very few age labeled external data in com- 

parison to the other methods. 

 Results 

To evaluate the performance of the proposed method, we 

follow the protocol provided by the ICCV-2015-Challenge 

[4]. We compute the error rate as follows: 

(x µ)2 
 

 

ε = 1 − e 2σ2 (4) 

where x is the estimated age, µ is the provided apparent age 

label for a given face-image, average of at least 10 different 

users opinions, and σ is the standard deviation of all (at least 

10) gauged ages for the given image. We evaluate our meth- 

ods on the validation set of the challenge[4], as the test set 

annotations are not available yet for performing analysis. 

Table 1 shows that the proposed feature extraction method 

followed by linear regression (DCNN-LR) notably outperforms 

the Geodesic-based method G-LR by 12%. Also, replacing LR 

with the proposed 3NNR leads to signif- icant improvement of 

17% for G-LR and 13% for DCNN- 
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− 

 

  Error  
 

G-LR 62 

DCNN-LR 50 

G-3NNR 45 
DCNN-3NNR 37.7 

DCNN-H-3NNR 35.9 

Table 1. Error rate (in %) for the apparent age estimation 

task on validation set. G refers to Geometry base method 

using Grassman- nian Manifold [4], LR refers to Linear 

Regression, DCNN is the proposed feature extraction 

method that uses the output of 5conv layer of pre-trained 

DCNN model for face-identification task [2], 3NNR is our 

proposed 3-layer Neural Network Regression model, and H 

refers to hierarchical learning method. 

 

LR. In addition, including the augmented data 

followed by hierarchical method leads to additional 

1.8% performance improvement. This also shows that 

even without using the augmented data, the proposed 

method can perform well ( 

37.7 error rate) . 

 
 

 
Figure 9. Cumulative error distribution curves for apparent 

age estimation on validation set. Numbers in the legend are 

mean er- rors for different methods. 

 

Figure 9 shows the cumulative error distribution 

with re- spect to the number of faces in the validation 

set. The plots show that the estimated age for more 

than 60% of faces lie within the standard deviation of 

their apparent age (which corresponds to having 

error<0.4), when using DCNN-H- 3NNR or DCNN-

3NNR. 

Table 2 provides a deeper insight on how our top 

two methods (DCNN-H-3NNR and DCNN-3NNR) 

perform for five different age groups on validation set. 

It can be clearly seen that the error is lowest for 15 

30 years age group and increases for younger and 

older age groups, for both these methods. On further 

analysis, we find that the error from our method is 

inversely proportional to the number of train- 
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  Age Groups DCNN-H-3NNR DCNN-3NNR  

0 − 15 0.62 0.82 
15 − 30 0.265 0.267 

30 − 45 0.445 0.421 
45 − 60 0.506 0.561 

60+ 0.453 0.824 
 

 

Table 2. Error rate for the DCNN-H-3NNR and DCNN-3NNR 

across different age groups in the challenge validation set 

 

ing data present for that age group as shown in Figure 8. 

Thus, the performance is mainly limited by the uneven dis- 

tribution in the training data. Also, the hierarchical learning 

method(DCNN-H-3NNR) significantly improves the error 

for 0 15 years and 60+ years age groups as compared to 

DCNN-3NNR. The overall improvement is just 1.8% be- 

cause the number of samples for these age groups is less in 

the validation set as well. 

mance of our method can be improved considerably if we 

train using more number of age labeled data. 

 Runtime 

All the experiments were performed using nvidia GTX 

TITAN-X GPU without using CUDNN library on a 2.3Ghz 

computer. Training on the augmented dataset took approx. 

2 hours. The system is fully automated with minimal human 

intervention. The end to end system takes 3 4 seconds per 

image for age estimation, with only 1 second being spent in 

age estimation given the aligned face while the remaining 

time being spent in face detection and alignment. 

 

5. Conclusion 

In this paper, we study the performance of a DCNN 

method on the newly released unconstrained - challenge 

dataset for face-image-based apparent age esti-

   mation. It was shown that obtaining features from the 
  Error rate External data usage      

T eam − 1 26.5 D1, D2, D3 

T eam 2 27.1 D4, D5, D6, D7 

T eam 3 29.5 D1   and O1 

T eam 4 30.6 D6   ,  and O2 

DCNN-H-3NNR 37.3 D4,  D6, D7 

T eam − 6 37.5 D5, D7, D8, 
T eam − 7 42 D1, D5, D7, D9, D10 

T eam − 8 49.9 D7 

T eam − 9 52.4 - 

   T eam − 10 59.4 -  

Table 3. Error rate (in %) for the apparent age estimation task. 

More information about other contributors can be found in [4]. In 

addition, D and O numbering refers to D1 : ImageNet[16], D2: 

IMDB, D3: Wikipedia, D4: CASIA-WebFace[29], D5: Cross- 

Age Celebrity (CACD)[1], D6: MORPH[22], D7: Adience[3], 

D8: FG-NET Aging, D9: Images of Groups[7], and D10: 

LFW[12]. O1 : 240,000 face images with age labels, and O2 :  

own collected data. 

 
Tabel 3 compares the performance of the participant 

teams in the competition on the test set. The top teams have 

proposed neural network-based approaches, where the top 

four teams have used large number of external images to 

boost their performances. 

Figures 10 and 11 show sample images from validation 

set with successful and failed prediction respectively, using 

our DCNN-H-3NNR method for different age groups. By 

looking at the images, we can infer that our method is ro- 

bust to pose and resolution to a certain extent. It fails mostly for 

extreme illumination and extreme pose scenarios. It is robust 

to certain attributes like glasses, but inefficient with respect to 

face expression or occlusion. Also, the method seldom 

provides correct estimation for age>70 because of the lack of 

training data for this age group. The perfor- 
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pool5 layer of a pre-trained DCNN model for the task 

of face-identification, without further fine-tuning the 

network for age estimation task, can lead to reasonably 

good per- formance. It was also demonstrated that the 

proposed 3- layer neural network regression model 

(3NNR) with the Gaussian loss function outperforms 

the traditional linear re- gression model for age-

estimation. Finally, including aug- mented data 

followed by adding the hierarchical method leads to 

additional 1.8% performance improvement. This also 

shows that even without using augmented data, the pro- 

posed method can perform well. 
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Figure 10. Samples from the Validation set [4] with successful age estimation (error <0.2) using our algorithm for different age groups: 

(a) 0-15 (b) 15-30 (c) 30-45 (d) 45-60 (e) 60+. The estimated age is shown on the top of each sample image. 
 

 
Figure 11. Samples from the Validation set [4] with incorrect age estimation (error >0.8) using our algorithm for different age groups: (a) 

0-15 (b) 15-30 (c) 30-45 (d) 45-60 (e) 60+. The estimated age is shown on the top of each sample image. 
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