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#### Abstract

Redundant Based Multiplier Over Gaulois Field (GF(2m)) has gained more popularity in elliptic curve cryptography (ECC) mainly due to their negligible hardware cost for squaring and modular reduction. In this paper, we have proposed a novel recursive decomposition algorithm for $R B$ multiplication to obtain high throughput digit-serial implementation. Depends up on a specific feature of redundant representation in a class of finite fields, two new multiplication algorithms along with their pertaining architectures are proposed to alleviate this problem. Consider an area-delay product as a measure of evaluation, it has been shown that both the proposed architectures considerably outperform existing digit-level multipliers by utilizing the same basis. It is also shown that for a subset of the fields, the proposed multipliers are of higher performance in terms of area-delay complexities among several recently proposed optimal normal basis multipliers. The main characteristics of the post place \& route application specific integrated circuit implementation of the proposed multipliers for three practical digit sizes are also reported.


Index Terms: Digit-level architecture, finite field arithmetic, multiplication algorithm, redundant representation.

## I.INTRODUCTION

Finite field computation has gained growing attention because of its wide range of applications in coding theory, error control coding, and especially in cryptography, where ElGamal and elliptic curve cryptography (ECC) two out of the three well-known cryptosystems, are depends on
finite field arithmetic. Finite field computation is performed by utilizing arithmetic operations in the underlying finite field. Among the basic field operations, multiplication plays a fundamental role as more complicated operations, namely, field exponentiation and field inversion can be carried out with consecutive use of field multiplication.

Similar to linear algebra, the concept of representation bases is also used in finite field arithmetic to represent field elements. The choice of representation system mainly affected by the hardware in use and the requirements of the cryptosystem, has a great impact on computational performance.

A few number of representation systems for extension binary fields have been proposed in the literature, such as polynomial basis normal basis (NB), redundant basis (RB), and dual basis. In both normal basis (NB) and redundant representation (RB), squaring operation can be performed by applying a simple permutation operation on the coordinates. Moreover, redundant representation is of a special interest because of its unique feature in accommodating ring type operations. This not only offers almost cost-free squaring operation but also eliminates the need for modular reduction in multiplication.

## II.EXISTED SYSTEM

Fig. 1 shows the architecture, hereafter referred to as digit-level symmetrical Redundant Basis RB type-a multiplier. From top to bottom, the architecture contains an $n$-bit circular shift register which should be initialized with the coordinates of operand $B$. This shift register provides inputs to a wire expansion module with $n$ inputs and $w(n-1)$ outputs followed by ( $n$ $-1) / 2$ ) identical modules shown inside the dashed boxes.


## FIG. 1.EXISTED ARCHITECTURE FOR DIGIT-LEVEL SIPO RB MULTIPLIER

At the bottom, there is a network of XOR gates adding $2 w$ outputs of each module together to form output coordinates. Each module is made of a layer of $2 w$ AND gates receiving the outputs of the wire expansion module as their first input set. The second input set is received from certain bits of operand $A$ in a digit-serial fashion. Each AND gate is followed by an XOR gate connected immediately to a flip-flop.

The output of the flip-flop is fed back to the XOR gate forming an accumulation unit together. Two AND gates along with their respective accumulation units form a structure responsible to realize the operations. One of these structures is shown in the Fig. 1 inside a dotted block for $j=0$ and $k=0$. In total, the architecture contains $w(n-1 / 2)$ such structures, each of which consists of two AND gates, two XOR gates, and two flip-flops to generate and store each clock cycle.

## III.PROPOSED ARCHITECTURE



FIG 2.PROPOSED ARCHITECTURE

Fig. 2 shows our proposed aging-aware multiplier architecture. One column- or rowbypassing multiplier, two $m$-bit inputs ( $m$ is a positive number), one $2 m$-bit output, $2 m 1$ bit Razor flip-flops, and an AHL circuit which included in proposed architecture. Whether the operation requires one cycle or two cycles to complete in the proposed architecture the column- and row-bypassing multipliers can be examined by the number
of zeros to predict in either the multiplicand or multiplicator. The number of ones and zeros in the multiplicand and multiplicator follows a normal distribution when input patterns are random.

Hence, By using similar architecture, the difference between the two bypassing multipliers lies in the input signals of the AHL and the two aging-aware multipliers can be implemented. According to the bypassing selection in the column or rowbypassing multiplier, the architecture with the column-bypassing multiplier the input signal of the AHL is the multiplicand, whereas that of the row-bypassing multiplier is the multiplicator. By utilizing Razor flipflops timing violations occur before the next input pattern arrives can be detected.


FIG 3. RAZOR FLIP-FLOPS
A 1-bit Razor flip-flop consists of a main flip-flop, shadow latch, XOR gate, and mux. The shadow latch catches the execution result using a delayed clock signal, which is slower than the normal clock signal and the main flip-flop catches the execution result for the combination circuit using a normal clock signal. The path delay of the current operation exceeds the cycle period, and the main flip-flop catches an incorrect result if the latched bit of the shadow latch is
different from that of the main flip-flop. To notify the system the Razor flip-flop will set the error signal to 1 to re execute the operation if any errors occur and notify the AHL circuit that an error has occurred. To detect whether an operation is considered to be a one-cycle pattern can really finish in a cycle we utilize Razor flip-flops. If not, the operation is reexecuted with two cycles. Although the reexecution may seem costly, because of the reexecution frequency is low then overall cost is low.


## FIG 4. DIAGRAM OF AHL

In the aging-ware variable-latency multiplier the AHL circuit is the key component. Fig. 4 shows the design of the AHL circuit. The AHL circuit which contains an aging indicator, two judging blocks, one mux, and one D flip-flop. Due to the aging effect the aging indicator indicates whether the circuit has suffered significant performance degradation. Over a certain amount of operations the aging indicator is implemented in a simple counter that counts the number of errors and is reset to zero at the end of those operations.

The column-or row-bypassing multiplier is not able to complete these operations successfully, if the cycle period is too short
causing timing violations. These timing violations will generate error signals which be caught by the Razor flip-flops. If errors happen frequently and exceed a predefined threshold, it means the circuit has suffered significant timing degradation due to the aging effect and the aging indicator will output signal 1 ; otherwise, it will output 0 to indicate the aging effect is still not significant, and no actions are needed.
In the AHL circuit first judging block will output 1 If the number of zeros in the multiplicand is larger than $n$. The second judging block in the AHL circuit will output 1 if the number of zeros in the multiplicand (multiplicator) is larger than $n+1$. Whether an input pattern requires one or two cycles, they are both employed to decide but only one of them will be chosen at a time. The aging effect is not significant, and the aging indicator produces 0 , in the beginning, so the first judging block is used. When the aging effect becomes significant, after a period of time the second judging block is chosen. The second judging block allows a smaller number of patterns to become onecycle patterns when compared with the first judging block, because it requires more zeros in the multiplicand (multiplicator).

The operation details of the AHL circuit are as follows: whether the pattern requires one cycle or two cycles to complete when an input pattern arrives and pass both results to the multiplexer will decided by both judging blocks. Based on the output of the aging indicator the multiplexer selects one of either result. Then between the result of the multiplexer, an OR operation is performed
and the.$Q$ signal is used to determine the input of the D flip-flop. The output of the multiplexer is 1 when the pattern requires one cycle,. The !(gating) signal will become 1 , and in the next cycle the input flip flops will latch new data. On the other hand, when the output of the multiplexer is 0 , which means the input pattern requires two cycles to complete, the OR gate will output 0 to the D flip-flop. Therefore, the !(gating) signal will be 0 to disable the clock signal of the input flip-flops in the next cycle. Note that only a cycle of the input flip-flop will be disabled because the D flip-flop will latch 1 in the next cycle.

In summary, there are three key features for our proposed multiplier design. First, it is a variable-latency design that minimizes the timing waste of the noncritical paths. Second, after the aging effect occurs it can provide reliable operations. The Razor flipflops reexecute the operations and detect the timing violations using two cycles. Finally, to minimize performance degradation due to the aging effect our architecture can adjust the percentage of one-cycle patterns.
IV. RESULTS


Fig 5. RTL SCHEMATIC


Fig 6. TECHNOLOGY SCHEMATIC


Fig 7. OUTPUT SIMULATION

## V.CONCLUSION

This paper proposed an aging-aware variable latency multiplier design with the AHL. The multiplier is able to adjust the AHL to mitigate performance degradation due to increased delay. The proposed variable latency multipliers have less performance degradation due to the variable latency multipliers which have less timing waste, but traditional multipliers need to consider the degradation which is caused by both the BTI effect and electro-migration and utilize the worst case delay as the cycle period.
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