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## ABSTRACT

The assignment problem (AP) is a special case of the transportation problem, in which the objective is to assign a number of resources to the equal number of activities at a minimum cost (or maximum profit). It has great significance subject discussed in real physical world for e.g. production planning, particular job tasks, economic etc. We endeavour in this paper to introduce a new approach to assignment problem namely "Revised Ones Assignment Method (ROA)" for solving wide range of problem. In ROA method first we define assignment matrix, then reduced matrix till it has at least one in each row and column. The new method is based on creating some ones in the assignment matrix and to complete exact assignment to their ones, we have added new step to ROA algorithm can be utilized for all types of AP with maximize or minimize objective functions and at last we have illustrate some numerical examples.
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## INTRODUCTION

Assignment problem (AP) is completely degenerate form of a transportation problem. It appears in some decision-making situations. Such as to assign tasks to machines, workers to jobs, salesmen to regions, requirements to suppliers etc. AP refers to another special class of linear programming problem in which the objective is to assign a number of resources to the equal number of activities at a minimum cost (or maximum profit). So far in the literature, there are mainly four methods-Enumeration method, Simplex method, Transportation method and Hungarian method, which is one of the best methods available for solving an AP. In this paper we revised "Ones Assignment Method" to achieve exact optimal solution, which is same as that of Hungarian method.

Assignment Problem's Mathematical Formulation

Let AP of n resources to n activities so as to minimize the overall cost or time in such a way that each resources can associated with one and only one job. The cost matrix $(\mathrm{Cij})$ is given as below.

| Activity |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $A_{1}$ | $\mathrm{A}_{2}$ | ... | $\mathrm{A}_{4}$ | Available |
| R | $\mathrm{C}_{11}$ | $\mathrm{C}_{12}$ | ... | $\mathrm{C}_{1 \mathrm{n}}$ | 1 |
| $\mathrm{R}_{2}$ | $\mathrm{C}_{21}$ | $\mathrm{C}_{22}$ |  | $\mathrm{C}_{2 n}$ | 1 |
|  | ! | $\vdots$ | $\because$ | ! | ; |
| R | $\mathrm{C}_{\mathrm{n} 1}$ | $\mathrm{C}_{\mathrm{n} 2}$ | $\cdots$ | $\mathrm{C}_{\mathrm{nn}}$ | 1 |
| Require | 1 | 1 | $\ldots$ | 1 |  |

Then the mathematical formulation of the assignment problem is,

$$
\begin{equation*}
\text { Minimize } Z=\sum_{i=1 j=1}^{n} \sum_{i=1}^{n} c_{i j} x_{i j} \tag{1}
\end{equation*}
$$

Subject to the constraints

$$
\begin{aligned}
& \sum_{i=1}^{n} X_{i j}=1 \text { and } \sum_{j=1}^{n} X_{i j}=1: x_{i j}=0 \text { or } 1 \\
& \text { for all } i=1,2, \ldots n \text { and } j=1,2, \ldots . . n .
\end{aligned}
$$

The cost matrix is same as that of a transportation problem except that availability at each of the resources and the requirement at each of the destinations is unity.

Let Xij denote the assignment of ith resources to jth activity such that,
$X_{i j}=\left\{\begin{array}{l}1 ; \text { if resource is assigned to activity } j . \\ 0 ; \text { otherwise. }\end{array}\right.$

## Revised Ones Assignment Method (ROA) for Solving Assignment Problem

This section presents a new method to solve the assignment problem which is different from the preceding method. We call it "Revised Ones Assignment Method" because of making assignment in terms of ones.

The new method is based on creating some ones in the assignment matrix and then tries to find a complete assignment in terms of ones. By a complete assignment we mean an assignment plan containing exactly $n$ assigned
independent ones, one in each row and one in each column.

Now, consider the assignment matrix where Cij is the cost or effectiveness of assigning $\mathrm{i}^{\text {th }}$ machine.

The new algorithm is as follows.

Let (1-2) be an assignment problem in which the objective function can be minimized or maximized.

Step 1: In a minimization (maximization) case, find the minimum (maximum) element of each row in the assignment matrix (say ai) and write it on the right hand side of the matrix.

$$
\left(\begin{array}{cccc}
1 & 2 & \cdots & n \\
c_{11} & c_{12} & \cdots & c_{1 n} \\
c_{21} & c_{22} & \cdots & c_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
c_{n 1} & c_{n 2} & \cdots & c_{n n}
\end{array}\right) \begin{aligned}
& a_{1} \\
& a_{2} \\
& \vdots \\
& a_{n}
\end{aligned}
$$

Then divide each element of ith row of the matrix by ai. These opera-tions create at least one ones in each rows. In term of ones for each row and column do assignment? Otherwise go to step 2.

Step 2: Find the minimum (maximum) element of each column in assignment
matrix (say bj), and write it below jth column. Then divide each element of jth column of the matrix by bj. These operations create at least one ones in each columns. Make assignment in terms of ones. If no feasible assignment can be achieved from step (1) and (2) then go to step 3.

$$
\left.\begin{array}{cccc} 
& \begin{array}{cccc}
1 & 2 & \cdots & n \\
1 \\
2 \\
\vdots \\
\vdots & c_{11} / a_{1} & c_{12} / a_{1} & \cdots
\end{array} & c_{1 n} / a_{1} \\
c_{21} / a_{2} & c_{22} / a_{2} & \cdots & c_{2 n} / a_{2} \\
\vdots & \vdots & \ddots & \vdots \\
c_{n 1} / a_{n} & c_{n 2} / a_{n} & \cdots & c_{n n} / a_{n}
\end{array}\right)
$$

Note: In a maximization case, the end of step 2 we have a fuzzy matrix. Which all elements are belong to [0,1] and the greatest is one [4].

Step 3: Draw the minimum number of lines to cover all the ones of the matrix. If the number of drawn lines less than n , then the complete assignment is not possible, while if the number of lines is exactly equal to $n$, then the complete assignment is obtained.

Step 4: If a complete assignment program is not possible in step 3, then select the smallest (largest) element (say dij) out of those which do not lie on any of the lines in the above matrix. Then divide by dij each element of the uncovered rows or columns, which dij
lies on it. This operation creates some new ones to this row or column. If still a complete optimal assignment is not achieved in this new matrix, then use step 4 and 3 iteratively. By repeating the same procedure the optimal assignment will be obtained.
(To assign one we have add Step 5 which is mentioned below.)

Step 5 (Ghadle and Muley Rule): For minimization problem select max For maximization problem select min number from calculated matrix and write it on right hand side as well as bottom side.

- To assign one, start from max number of columns (bottom side) and select ones.
- If there are more than one ones in any column then ignore temporarily, and give last priority to that column.
- If still there are identical ones in column then give the priority to min number of rows (right hand side).

Priority Rule: One question arises here. What to do with non square matrix? To make square, a non square matrix, we add one artificial row or column which all elements are one. Thus we solve the problem with the new matrix, by using the new method.
number from calculated matrix and write it on right hand side as well as bottom side. To assign one, start from min number of columns (bottom side) and select ones. If there are more than one ones in any column then ignore temporarily, and give last priority to that column. If still there are identical ones in column then give the priority to max number of rows (right hand side). Or

The matrix after performing the steps reduces to a matrix which has ones in each rows and columns. So, the optimal assignment has been reached.

## Numerical Examples

The following examples may be helpful to clarify the proposed method.

Example 1- Consider the following assignment problem. Assign the five jobs to the three machines so as to minimize the total cost
$\left.\begin{array}{cccccc} & 1 & 2 & 3 & 4 & 5 \\ 1 \\ 2 & \left(\begin{array}{c}12\end{array}\right. & 8 & 7 & 15 & 4 \\ 7 & 9 & 1 & 14 & 10 \\ 3 \\ 4 & 6 & 6 & 12 & 6 & 7 \\ 5 & 7 & 6 & 14 & 6 & 10 \\ 9 & 6 & 12 & 10 & 6\end{array}\right)$

Find the minimum element of each row in the assignment matrix (say ai), and write it on RHS as follows

|  | 1 | 2 | 3 | 4 | 5 | min |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 12 | 8 | 7 |  | 4 | 4 |
| 2 | 7 | 9 |  | 14 | 10 | 1 |
| 3 | 9 | 6 | 12 | 6 | 7 | 6 |
| 4 | 7 | 6 | 14 | 6 | 10 | 6 |
| $5$ |  | $\begin{gathered} 6 \\ 2 \end{gathered}$ | $\begin{array}{r} 17 \\ 3 \end{array}$ | ${ }^{10} 4$ | $\left.6\right\|_{5}$ | $\stackrel{6}{\text { min }}$ |
| 1 | 3 | 2 | 7/4 | 15 | 1 |  |
| 2 | 7 | 9 | 1 | 14 | 10 |  |
| 3 | $3 / 2$ | 1 | 2 | 1 | 7/6 |  |
| 4 | 7;6 | 1 | 7/3 | 1 | 5/3 |  |
|  | 3;2 | 1 | 2 | 5/3 | 1 | 6 |

Now next to find the minimum element of each column in assignment matrix (say bj), and write it below that column. Then divide each element of jth column of the matrix by bj.


The minimum number of lines required to pass through all the ones of the matrix is 5 .


By using Step 5,

1. We select max number from matrix for minimization problem and write it to right as well as bottom side.
2. In column 2 contain more than one ones, so we will give it last priority.

Then divide each element of ith row of the matrix by ai. Thus it create ones to each rows, and the matrix reduces to following matrix.
3. To assign ones from matrix select min number from columns (bottom side). So 2.3 is min number from all other and assign ones.
4. After giving last priority to column 2, there is 5 th column which has identical ones. At this stage give the max priority (right hand side) to select ones. (in 5th column there are two ones, in which we select max number from right hand side which is 3.8 )

|  | 1 | 2 | 3 | 4 | 5 | Max |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2.5 | 2 | 1.8 | 3.8 | $\square$ |  |
| 2 | 6 | 9 | $\square$ | 14 | 10 | 3.8 |
| 3 | 1.3 | 1 | 2 | $\square$ | 1.2 | 2 |
| 4 | $\square$ | 1 | 2.3 | 1 | 1.7 | 2.3 |
| 5 | 1.3 | $\square$ | 2 | 1.7 | 1 | 2 |
| $\max$ | 6 | 9 | 2.3 | 14 | 10 |  |
|  | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ |  |
|  | $(2)$ | 5 | 1 | $(4)$ | 3 |  |

And we can assign the ones and the solution is $(1,5),(2,3),(3,4),(5,2)$ and minimum cost is 24 .

Example 2－A Manager has 4 subordinates and 4 tasks．The subordinates differ in efficiency．His estimate of the production each would do is given in table．How the task should be allocated one to one man，so that total production is maximized．

Row Reduction：

$\quad$| I |
| :---: |
| 1 |
| 2 |
| 2 |
| 3 |
| 3 |\(\left(\begin{array}{cccc}8 \& II \& III \& IV <br>

13 \& 26 \& 17 \& 11 <br>
13 \& 28 \& 4 \& 26 <br>
38 \& 19 \& 18 \& 15 <br>
19 \& 26 \& 24 \& 10\end{array}\right)\)

Column Reduction：

|  |  | II | III | IV |  | 1 | II | III | IV |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 03 | 1 | 0.65 | 0.45 |  | 0.3 | 1 | 67 | 0.45 |
| 2 | 0.5 | 1 | 0.14 | 0.93 | 2 | 0.5 | 1 | 0.14 | 1 |
| 3 | 1 | 0.5 | 0.47 | 0.39 | 3 |  | 0.5 | 0.48 | 0.41 |
|  | 0.7 | 1 | 0.92 | 0.38 |  | 0.7 | 1 | 1 | 0.40 |

The minimum number of lines required to pass through all the ones of the matrix is 4 ．

| Tasks | I | II | III | IV |
| :--- | :---: | :---: | :---: | :---: |
| 1 | 8 | 26 | 17 | 11 |
| 2 | 13 | 28 | 4 | 26 |
| 3 | 38 | 19 | 18 | 15 |
| 4 | 19 | 26 | 24 | 10 |

1．We select min number from matrix for maximization problem and write it to right as well as bottom side．

2．In column 2 contain more than one ones，so we will give it last priority．

3．To assign ones from matrix select max number from columns（bottom side）．So 0.5 is max number，but 0.5 contain in identical ${ }_{o}^{0}$ nes column which has already given last priority，then select next max number which is 0.40 and start to assign ones．

|  | 1 | 11 | III | IV | Min |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 10.3 | 团 | 0.67 | 0.45 | 0.30 |
|  | 20.5 | 1 | 0.14 | 团 | 0.14 |
|  | 3 团 | 0.5 | 0.48 | 0.41 | 0.41 |
|  | 4.0 .7 | 1 | 团 | 0.40 | 0.40 |
| Min | 0.3 | 0.5 | 0.14 | 0.40 |  |
|  | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ |  |
|  | （2） | （4） | （3） | （1） |  |

And we can assign the ones and the solution is（1，II），（2，IV），（3，I），（4，III） and maximized production is 114 ．

SPECIAL
CASES
IN
ASSIGNMENT PROBLEM
Travelling Salesman Problem (TSP) as an AP,

## Example 3

Consider an Eight city TSP for which the cost between the city pairs are as shown in the [Table-2]. Find the tour the sales-man so that the cost of travel is minimal [3].

Table 2- Eight city TSP for which the cost between the city pairs
$\left.\begin{array}{ccccccccc} & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\ 1 & \infty & 1 & 5.5 & 5 & 4 & 3.5 & 3 & 2.5 \\ 2 & 6 & \infty & 1 & 8 & 8 & 4 & 6 & 7 \\ 3 & 1.7 & 4 & \infty & 3.7 & 2.7 & 4 & 1 & 3.7 \\ 4 & 11 & 9 & 10 & \infty & 1 & 9 & 8 & 10 \\ 5 & 5.5 & 5.5 & 4.5 & 2 & \infty & 1 & 5 & 4.5 \\ 6 & 6 & 4 & 2.5 & 1 & 5.5 & \infty & 5.5 & 4.5 \\ 7 & 3.3 & 3.7 & 4 & 3.3 & 3 & 4 & \infty & 1 \\ 8 & 10 & 10 & 10 & 10 & 6 & 3 & 1 & \infty\end{array}\right)$

## ROW REDUCTION

$\left.\begin{array}{ccccccccc} & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\ 1 & \infty & 1 & 5.5 & 5 & 4 & 3.5 & 3 & 2.5 \\ 2 & 3.5 & \infty & 1 & 8 & 8 & 4 & 6 & 7 \\ 3 & -1 & 4 & 0 & 3.7 & 2.7 & 4 & 1 & 3.7 \\ 4 & 6.5 & 9 & 10 & 0 & 1 & 9 & 8 & 10 \\ 5 & 3.2 & 5.5 & 4.5 & 2 & \infty & 1 & 5 & 4.5 \\ 6 & 3.5 & 4 & 2.5 & 1 & 5.5 & \infty & 5.5 & 4.5 \\ 7 & 1.9 & 3 . & 4 & 3.3 & 3 & 4 & 0 & 1 \\ 8 & 5.8 & 10 & 10 & 10 & 6 & 3 & 1 & 00\end{array}\right)$

## COLUMN REDUCTION

Revised Ones Assignment Method for
Solving Assignment Problem

| City | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ |  |  | $\mathbf{7}$ | $\mathbf{8}$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\infty$ | 2 | 11 | 10 | 8 | 7 | 6 | 5 |
| 2 | 6 | $\infty$ | 1 | 8 | 8 | 4 | 6 | 7 |
| 3 | 5 | 12 | $\infty$ | 11 | 8 | 12 | 3 | 11 |
| 4 | 11 | 9 | 10 | $\infty$ | 1 | 9 | 8 | 10 |
| 5 | 11 | 11 | 9 | 4 | $\infty$ | 2 | 10 | 9 |
| 6 | 12 | 8 | 5 | 2 | 11 | $\infty$ | 11 | 9 |
| 7 | 10 | 11 | 12 | 10 | 9 | 12 | $\infty$ | 3 |
| 8 | 10 | 10 | 10 | 10 | 6 | 3 | 1 | $\infty$ |

The minimum number of lines required to pass through all the ones of the matrix is 8 .

|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | Max |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | ( $\infty$ | 1 | 5.5 | 5 | 4 | 3.5 | 3 | $2.5)$ | 5.5 |
| 2 | 3.5 | $\propto$ | 1 | 8 | 8 | 4 | 6 | 7 | 8 |
| 3 | 1. | 4 | क | 3.7 | 2.7 | 4 | 1 | 3.7 | 4 |
| 4 | 6.5 | 9 | 10 | © | $1]$ | 9 | 8 | 10 | 1 |
| 5 | 3.2 | 5.5 | 4.5 | 2 | $\infty$ | 1 | 5 | 4.5 | 5.5 |
| 6 | 3.5 | 4 | 2.5 | 1 | 5.5 | $\infty$ | 5.5 | 4.5 | 5 |
| 7 | 1.9 | 3.7 | 4 | 3.3 | 3 | 4 | $\infty$ | 1 | 4 |
| 8 | 5.8 | 10 | 10 | 10 | 6 | 3 | 1 | $\infty)$ | 10 |
| Max | 6.5 | 10 | 10 | 10 | 8 | 9 | 8 | 7 |  |
|  | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ | 1 | $\uparrow$ |  |

By using Step 5,

1. We select max number from matrix for minimization problem and write it to right as well as bottom side.
2. In column 7 contain more than one ones, so we will give it last priority.
3. To assign ones from matrix select min number from columns (bottom side). So

## CONCLUSION

In this paper, a new revised method was introduced to assign ones directly and for solving assignment problem. This method can be used for maximize as well as minimized objective functions of Assignment problem. The new method is based on creating some ones in the assignment matrix, and finds an assignment in terms of the ones.
6.5 is min number from all other and assign ones.
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