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ABSTRACT: A low complexity and  erro r to leran t  

design has more demand in the s ignal p roces s ing  

s ystems. Parallel-prefix adders (also known as carry  

t ree adders) are known to have the best performance  

in  VLSI des igns . However, th is  performance 

advantage does no t  t rans late d irect ly  in to  FPGA 

implementations due to constrain ts  on  log ic b lock 

configurations and routing overhead . FFTs  are the  

key  building blocks  in  many  communicat ion  and  

s ignal processing systems. An efficient conflict -free 

address scheme for arbitrary point memory-based fast 

Fourier transform (FFT) p roces s or us ing  parallel 

p refix adder was  exh ib ited  in  th is  paper. In  the 

p roposed scheme,the inputs are given along with the 

twiddle factor and  we get  the ou tpu ts  as  fas t  as  

possible because of parallel prefix adders. Due to the 

p resence of a fas t  carry -chain , the PPA des igns  

exh ib it better delay  performance. The carry -t ree 

adders are expected to have a speed advantage over 

the RCA. The efficien t  computa t ion  o f Dis crete 

Fourier Transform (DFT) is an important issue as it is 

us ed in almost all fields o f engineering  fo r s ignal 

p rocessing. This paper presents a d ifferen t  fo rm of 

Radix-2 Fast Fourier Trans form (FFT) bas ed  on  

Decimat ion  in  t ime (DIT) to  comput e DFT. 

 

Index terms: Fas t  Fourier Trans forms  (FFTs ),  

Dis creteFourierTransform(DFT),FieldProgrammable 

Gate Array(FPGA). 

1. INTRODUCTION 

In Communication and Signal processing 

systems the complexity of the circuits 

increases. This is made feasible by the 

scaling of CMOS technology. Scaling means 

the transistor operates with low voltages and  

 

 

 

more sensitive to the errors which are 

caused by the noise and manufacturing 

variations. Soft errors can change the logical 

value of a circuit node.  

The Fast Fourier Transform is an algorithm 

optimization of the DFT—Discrete Fourier 

Transform. The “discrete” part just means 

that it’s an adaptation of the Fourier 

Transform, a continuous process for the 

analog world, to make it suitable for the 

sampled digital world. The main usage of 

FFT is that in DSP we convert a signal into 

its frequency components, so that we can 

have a better analysis of that signal. Fourier 

Transform (FT) is used to convert a signal 

into its corresponding frequency domain. 

Later on FFT (Fast Fourier Transform) was 

created. Hence FFT is much faster than 

DFT. The FFT and IFFT are optimized (very 

fast) computer-based algorithms that 

perform a generalized mathematical process 

called the discrete Fourier transform (DFT). 

The DFT is the actual mathematical 

transformation that the data go through 

when converted from one domain to another 

(time to frequency). 

The discrete Fourier transform (DFT) is one 

of the most powerful tools in digital signal 

processing. The DFT enables us to 

conveniently analyze and design systems in 

frequency domain; however, part of the 
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versatility of the DFT arises from the fact 

that there are efficient algorithms to 

calculate the DFT of a sequence. A class of 

these algorithms are called the Fast Fourier 

Transform (FFT). An FFT 

algorithm computes the discrete fourier 

transform (DFT) of a sequence, or its 

inverse (IFFT).Fourier analysis converts a 

signal from its original domain to a 

representation in the frequency domain and 

vice versa. An FFT rapidly computes such 

transformations by the DFT matrix into a 

product of sparse (mostly zero) factors. The 

best-known FFT algorithms depend upon 

the factorization of N, but there are FFTs 

with O(N log N) complexity for all N, even 

for prime N. Many FFT algorithms only 

depend on the fact that   is an N-th primitive 

root of unity, and thus can be applied to 

analogous transforms over any finite field, 

such as number-theoretic transforms. Since 

the inverse DFT is the same as the DFT, but 

with the opposite sign in the exponent and a 

1/N factor, any FFT algorithm can easily be 

adapted for it. 

FFT's importance derives from the fact that 

in signal processing and image processing it 

has made working in frequency domain 

equally computationally feasible as working 

in temporal or spatial domain. Some of the 

important applications of FFT includes fast 

large integer and polynomial multiplication, 

Efficient matrix-vector multiplication  and 

other structured matrices, Filtering 

algorithms, Fast algorithms for discrete 

cosine or sine transforms (example, Fast 

DCT used for JPEG, MP3/MPEG 

encoding). 

II. EXISTED SYSTEM 

The fast Fourier transform (FFT) is one of 

the most important algorithms in the field of 

digital signal processing, used to calculate 

the discrete Fourier transform efficiently. 

The FFT is part of numerous systems in a 

large variety of applications. Sometimes the 

system demands the computation of the FFT 

at a very high rate. For this purpose, 

pipelined FFTs are mainly used. In other 

systems, the demands in terms of 

performance are not so strict. Instead, there 

are demands in terms of area or hardware 

resources occupied by the architecture. 

Under these circumstances, the designers 

usually resort to memory-based FFTs also 

called in-place or iterative FFTs. 

The Fourier Transform is an inevitable 

approach in signal processing, particularly 

for applications in Orthogonal Frequency 

Division Multiplexing (OFDM) systems [1]. 

The Discrete Fourier Transform decomposes 

a set of values into different components of 

frequency. The Fast Fourier transform (FFT) 

is an appropriate technique to do 

manipulation of DFT. The algorithm of FFT 

was devised by Cooley and Tukey in order 

to decrease the amount of complexity with 

respect to time and computations [2]. The 

hardware of FFT can be implemented by 

two types of classifications- memory 

architecture and pipeline architecture. The 

memory architecture comprises a single 

processing element and various units of 

memory [3]. The merits of memory 

architecture include low power and low cost 

when compared to that of other styles. The 

specific demerits are greater latency and 
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lower throughput. The above demerits of the 

memory architecture are totally eliminated 

by pipeline architecture at the expense of 

extra hardware in an acceptable way. The 

various types of pipeline architecture 

include Single delay feedback (SDF), Single 

delay commutator (SDC) and multiple delay 

commutator (MDC). 

The pipeline architecture is a regular 

structure which can be adopted by using 

hardware description language in an easy 

manner. In the recent years, the 

communication systems need to transmit 

voice and video signals of high quality in an 

efficient manner. In present day the efficient 

module is a high speed, reliable technology 

of communication [4]. Orthogonal 

Frequency Division Multiplexing (OFDM) 

is such a reliable option to accomplish the 

above requirement. The algorithms of FFT 

can be grouped into fixed-radix, mixedradix 

and split radix algorithms in a rough manner 

[5]. The basic categories of algorithms of 

FFT include - Decimation infrequency (DIF) 

and the Decimation-in-time (DIT) as shown 

in Figure 1. Both of these algorithms depend 

on disintegration of transformation of an N-

point sequence into many subsequences in a 

successive manner. There is no major 

difference between them as far as 

complexity of computation is concerned. 

 

 
 

There are two types with respect to FFT 

algorithm devised by Cooley and Tukey - 

Decimation-in-Time algorithm (DIT) and 

Decimation-in-Frequency algorithm (DIF). 

In case of DIT the input sample is used bit 

reversal order while the output of DIT FFT 

coefficients is generated in natural order.In 

case of DIF the input sample is used in 

natural order while the output of DIF FFT 

coefficient is generated in bit reversed order. 

 

The most popular architectures for 

computing FFT is the pipelined FFT, which 

consist of a series of a stages that process 

the data. Each stage contains a butterfly and 

a twiddle factor multiplier.  

 

 

Fig 2 shows the butterfly of radix-2 DIT 

FFT algorithm. In this figure we used eight 

inputs and eight outputs. In case of DIT the 
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input sample is used bit reversal order while 

the output of DIT FFT coefficients is 

generated in natural order. 

 

 
 

Figure 3, shows the butterfly of radix-2 DIF 

FFT algorithm. In case of DIF the input 

sample is used in natural order while the 

output of DIF FFT coefficient is generated 

in bit reversed order. 

 

The fast Fourier transform (FFT) is an 

efficient computational method to calculate 

the discrete Fourier transform (DFT), which 

is the discrete version of the Fourier 

transform. FFT has been widely used in 

digital signal processing applications, such 

as image processing, orthogonal frequency 

division multiplexing (OFDM), spectrum 

analyzers and medical signal processing. 

 

 

III.PROPOSED SYSTEM 

In this proposed system we are using the 

Parallel prefix adder in order to calculate the 

16 bit radix-2 fft algorithm. VLSI Integer 

adders find applications in Arithmetic and 

Logic Units (ALUs), microprocessors and 

memory addressing units. Speed of the 

adder often decides the minimum clock 

cycle time in a microprocessor. The need for 

a Parallel Prefix Adder (PPA) is that it is 

primarily fast when compared with a ripple 

carry adder. PPA is a family of adders 

derived from the commonly known carry 

look ahead adders. These adders are suited 

for additions with wider word lengths. PPA 

circuits use a tree network to reduce the 

latency to O(log n) where ‘n’ represents the 

number of bits. This chapter deals with the 

design proposal and implementation of new 

prefix adder architecture for 8-bit, 16-bit, 

32-bit and 64-bit addition. The proposed 

architectures have the least number of 

computation nodes when compared with 

existing one’s. This reduction in hardware of 

the proposed architectures helps to reap a 

benefit in the form of reduced power and 

power-delay product.  

 

Parallel-prefix adders, also known as carry-tree 

adders, pre-compute the propagate and generate 

signals [6].The main disadvantage of 

conventional adders is delay.Parallel prefix 

adders operation is based on carry look 

aheadadders. So, it performs with high speed 

computation. Theseadders execute the 

operation in parallel by decomposing 

intosmaller pieces and the outcome of 

operation depends oninitial inputs[7].The 

parallel prefix operation is done in 3 stages. i.e. 

preprocessing stage, calculation of carries, 

post processing stage. 
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Fig  4: Parallel Prefix Addit ion  Operat ion  

 

Parallel Prefix Adder contains three stages 

of operation.The first stage is the pre-

processing stage and this stage is also called 

as prefix stage[8]. In this stage Generate 

and propagate are from each pair of inputs. 

Propagate gives XOR operation of input bits 

   P=A xor B. 

Generate gives AND operation of input bits 

  G=A and B.  

The second stage of parallel prefix adder is 

Carry Generation Stage. In this stage, carry 

is generated for each bit and this is called as 

carry generate (Cg ).  

The carry propagate and carry generate 

is generated for the further operation but 

final cell present in the each bit 

operation gives carry.The last bit carry 

will help to produce sum of the next bit 

simultaneously till the last bit.  

 Carry generate and carry propagate 

equations are given below as: 

  

  

  

 

 
The final Stage of parallel prefix adder is 

post processing stage.Here the carry of a 

first bit is XOR ed with  next bits of 

propagates and the o/p is given as sum and it 

is given by the equation as shown below: 

   

  
The basic architecture of a 16 bit parallel 

prefix addition is shown below: 

 

 
 Fig 5: Architecture of PPA Adder. 

 

The illustration of a 16 bit parallel prefix 

adder is shown below as: 
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 Fig 6: Illustration of 16 bit PPA. 

 

 

Now after calculating the prefix addition we 

have to calculate the sum[9]. As we all 

know that we use add half adder for addition 

of two bits.Full adder is used for the 

addition of three bits and produces sum and 

carry as outputs. For the addition of n-bits 

we use parallel prefix addition. So after 

applying this procedure we get the final 

outputs as a+jb,a-jb. 

 

 

 

 

 

 

 

 

 

 

IV. RESULTS 

 

 
Fig  4. RTL Schemat ic  

 

 
Fig  5. Outpu t  waveform 

 

 

V.CONCLUSION 

We implemented 16 bit radix-2 fast fourier 

transform with generalized efficient conflict-

free address schemes. Address schemes for 

different FFT lengths are integrated in this 

paper to endorse FFT processing for various 

systems. The main advantage of the design 

is that the carry tree reduces the number of 

logic levels (N) by essentially generating the 
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carries in parallel. The parallel prefix adders 

are more favorable in terms of speed when 

compared with other adders such as carry 

look ahead adder, carry select adder and 

carry skip adder. VLSI, in modern day 

technology has seen extensive use of PPA 

with a better delay performance. These pre-

compute the carries and thus have upper 

hand over the commonly used Ripple Carry 

Adder (RCA). Addition has been an 

indispensible operation in most of the 

widely used applications. However, because 

of the structure of the configurable logic and 

routing resources in FPGAs, parallel-prefix 

adders will have a different performance 

than VLSI implementations. In particular, 

most modern FPGAs employ a fast-carry 

chain which optimizes the carry path. 
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