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ABSTRACT: Digital multipliers are among the most 

critical arithmetic functional units. Such as the addition, 

subtraction, multiplication, division. The overall 

performance of these systems depends on the throughput 

of the multiplier, and to design the multiplier speed.  In 

the long term, the system may fail due to timing 

violations. Therefore, it is important to design reliable 

high-performance multipliers. In this project VLSI 

design of a high speed AHL based multiplier has been 

proposed. The multiplier is able to provide higher 

throughput through the variable latency and can adjust 

the AHL circuit to mitigate performance degradation that 

is due to the aging effect. The proposed architecture can 

be applied to a column-bypassing multiplier. The 

experimental results show that our proposed architecture 

with 64 × 64 column-bypassing multipliers.  

Keywords: Adaptive Hold Logic (AHL), Reliable 

Multiplier. 

I. INTRODUCTION 

Digital multipliers are among the most critical arithmetic 

functional units in many applications, such as the digital 

signal processing, cryptography. The through put of 

these applications depends on multipliers, and if hence, 

it is important to design a reliable high -performance 

multiplier. A traditional method to mitigate the aging 

effect is overdesign, multiplier speed is decreased. Then 

the delay is very high. To avoid this problem, Including 

such as adaptive hold logic circuit; however, this 

approach can be very important of the and area and 

delay, speed. In techniques were proposed to reduce 

delay or extend circuit life. These techniques, however, 

require circuit modification Traditional circuits use delay 

as the overall circuit clock cycle in order to perform 

correctly. Hence, the variable-latency designs to reduce 

traditional circuits. The variable-latency design divides 

the circuit into two parts shorter paths and longer paths. 

Shorter paths can execute correctly in one cycle, whereas 

longer paths need two cycles to execute. When shorter 

paths are activated frequently, the average latency of 

variable latency designs is better than that of traditional 

designs. For example, several variable-latency adders 

were proposed using a short path activation function 

algorithm was proposed in to improve the accuracy of 

the hold logic and to optimize the performance of the 

variable -latency circuit [1]-[2].   

An instruction scheduling algorithm was 

proposed in to schedule the operations on latency and 

improve the speed. In a variable-latency pipelined 

multiplier architecture with a Booth algorithm future 

work proposed. In process-variation tolerant architecture 

for arithmetic units was proposed, where the effect of 

process-variation is considered to increase the circuit. 

The designs were able to reduce the delay of the 

traditional circuits to improve performance, but consider 

the aging effect and could not adjust themselves during 

the runtime.  A variable-latency adder design that 

considers the aging effect was proposed. However, no 

variable-latency multiplier design that considers the 

aging effect and can adjust dynamically has been done 

[11]. Recently, Multipliers play an important role in 

many applications such as microprocessor, digital signal 

processing and most often used in arithmetic operations. 

The throughput of these applications mainly depends on 

multipliers. When the multiplier operations are too slow 

in the circuit, then the performance of the entire circuits 

will be reduced.  

II.LITERATURE SURVEY 

A column-bypassing multiplier is an improvement on 

the normal array multiplier. Each partial product is 

generated by the multiplication of the multiplicand with 

one multiplier bit. The partial products are shifted 

according to their bit orders and then added [9]. Column-

bypassing multiplier design is proposed in which the FA 

operations are disabled if the corresponding bit in the 

multiplicand is 0. Procedure for the column by passing 

multiplier: The multiplier array consists of (n−1) rows of 

carry save adder (CSA), in which each row contains 

(n−1) full adder (FA) cells. Each FA in the CSA array 

has two outputs:  the sum bit goes down .the carry bit 

goes to the lower left FA. The last row is a ripple adder 

for carry propagation. Column to column data is passing, 

there 3 inputs that are given to the full adder [13].  When 

selection line a0=0 then that value is given as the mux 0 

condition is taken as the output. When selection line 

a0=1 then that value is given as the mux 1 condition is 

taken as the output of the full adder is sum. For example 

a1b0 and a0b1, 0 these 3 inputs that are given to the full 

adder. When a1b0 is given to the mux 0 condition. When 

the a0b1, a1b0, 0 are 3 inputs then sum is (0+1+1) =0, 

carry is 1.Disadvantages of existing method. Delay is 
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very high: when we are doing normal multiplication that 

is taken more time so than the delay is very high. Due to 

the aging effect the speed of column by passing 

multiplier is reduced to overcome the speed problem; 

delay problem then adaptive hold logic is used. In the 

proposed project, VLSI design of a high speed of the 

column bypassing multipliers adaptive hold logic. 

Column bypassing multipliers is used can be examined 

by the number of zeros in either the multiplicand or 

multiplier to predict whether the operation requires one 

cycle or two cycles to complete [10]. When input 

patterns are random, the number of zeros and ones in the 

multiplier and multiplicand follows a normal 

distribution. Hence, the two aging-aware multipliers are 

using similar architecture, and the difference between 

the bypassing multipliers lies in the input signals of the 

AHL.According to the bypassing selection in the column 

bypassing multiplier.  

III.EXPERIMENTAL DESIGN 

Multipliers play an important role in today’s digital 

signal processing and various other applications. With 

advances in technology, many researchers have tried and 

are trying to design multipliers which offer either of the 

following design targets – high speed, less delay and 

hence less area or even combination of them in one 

multiplier thus making them suitable for various high 

speed. Faster way to implement multiplication is to 

resort to an approach similar to manually computing a 

multiplication [7]. The entire partial products are applied 

to compute the final product. The approach is 

illustrated.This set of operation can be mapped directly 

into hardware. The resulting structure is called an array 

multiplier and combines the following three functions: 

partial product Generation, partial-product and final 

addition [8].                                                   

a3    a2      a1      a0   =A (multiplicand) 

 b3    b2      b1      b0 =B (multiplier)

 
                                   a3b0   a2b0   a1b0   a0b0 

                          a3b1   a2b1   a1b1 a0b1 

             a3b2   a2b2    a1b2 a0b2 

  a3b3 a2b3   a1b3    a0b3 

 
P7    p6     p5      p4        p3      p2      p1    p0 (p=A*B) 

 

 Example of Manual Multiplication 

(a) NORMAL ARRAY MULTIPLIER 
Array multiplier is well known due to its regular 

structure. Multiplier circuit is based on add and shift 

algorithm. Each partial product is generated by 

the multiplication of the multiplicand with 

one multiplier bit. The partial products are shifted 

according to their bit orders and then added [6]. The 

multiplier array consists of (n−1) rows of carry save 

adder (CSA), in which each row contains (n−1) full 

adder (FA) cells [3]. Each FA in the CSA array has two 

outputs: 1) the sum bit goes down2) the carry bit goes to 

the lower left FA 3) the last row is a ripple adder for 

carry propagation 

 
Fig. 1: 4 × 4 normal AM 

For example of the a0=1 then the p0=1 and then a1b0=1, 

a0b1=0, 0 these are inputs of the full adder. And we get 

the sum is equal 1, carry is equal 0.then output p1=1.it is 

continuous the process. It depends on the multiplier that 

is the array multiplier.  Here a, b are inputs of the full 

adder. That is P0, p1, p2, p3.p4, p5, p5, and p6, p7 of the 

result or product.  

(b) COLUMN-BYPASSING MULTIPLIER  
A column-bypassing multiplier is an improvement on 

the normal array multiplier (AM). The AM is a fast 

parallel AM. The FAs in the AM are always active 

regardless of input states. In [5], a low-power column-

bypassing multiplier design is proposed in which the FA 

operations are disabled if the corresponding bit in the 

multiplicand is 0. Supposing the inputs are 10102* 

11112, it can be seen that for the FAs in the first and 

third diagonals, two of the three input bits are 0: The 

carry bit from its upper right FA and the partial product 

(aibi) [3]. 
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Fig.2: Column-Bypassing Multiplier 

Therefore, the output of the adders in both diagonals is 

0, and the output sum bit is simply equal to the third bit, 

which is the sum output of its upper FA[6]. 

IV.SIMULATION RESULTS 

 
Fig.3: Output of proposed method 64*64 column 

bypassing multiplier with AHL 
 

 
Fig.4: RTL diagram of proposed method 64*64 

column bypassing multiplier with AHL 

V.CONCLUSION 

 In this project we proposed has been, column/row by 

passing multiplier with AHL. The multiplier is able to 

adjust the AHL to mitigate performance degradation due 

to increased delay.  The experimental results show that  

our  proposed  architecture with        64x64 

multiplication. 
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