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Abstract 
 
Numerous issues emerging in science and building mean to discover a capacity which is the ideal 

estimation of a predetermined useful. A few cases incorporate ideal control, converse examination and 

ideal shape outline. Just a portion of these, viewed as variational issues, can be tackled diagnostically and 

the main general strategy is to estimated the arrangement utilizing direct techniques. Shockingly, 

variational issues are exceptionally difficult to understand, and it winds up important to enhance in the 

field of numerical strategies so as to defeat the difficulties. 

 

The target of this research paper  is to build up a theoretical hypothesis of neural systems from the point 

of view of utilitarian investigation and variational analytics. Inside this detailing, learning intends to take 

care of a variational issue by limiting a target useful related to the neural system. The decision of the goal 

utilitarian relies upon the specific application. On the opposite side, its assessment may require the 

coordination of capacities, common differential conditions or incomplete differential conditions. 

 

As it will be appeared, neural systems can manage an extensive variety of uses in arithmetic and material 

science. All the more particularly, a variational detailing for the multilayer perceptron gives an 

immediate technique to taking care of variational issues. This incorporates regular applications, for 

example, work relapse, design acknowledgment or time arrangement expectation, yet in addition new 

ones, for example, ideal control, backwards issues and ideal shape plan. 

 

This expansion of uses causes that a standard neural system can't manage some specific issues, and it 

should be increased. In this work a broadened class of multilayer perceptron is produced which, other 

than the customary neuron models and system designs, incorporates autonomous parameters, limit 

conditions and lower and upper limits. 

 

The computational execution of this numerical strategy is researched here through the solution of 

different approval issues with systematic arrangement. Additionally, a variational plan for a broadened 

class of multilayer perceptron is connected to a few building cases inside ideal control, converse issues or 
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ideal shape outline. At last, this work accompanies the open source neural systems C++ library Flood, 

which has been executed after the practical examination and math of varieties hypotheses. 

 

Keywords: Preliminaries, vector space, Continuity of functional, Linearity of functional, Extrema of 

functional 

Introduction 

Ruler Dido of Carthage was clearly the main 

individual to assault an issue that can promptly 

be settled by utilizing the math of varieties. 

Dido, having been guaranteed the majority of the 

land she could encase with a bull's cover up, 

shrewdly cut the stow away into numerous 

lengths and integrated the finishes. Having done 

this, her concern was to locate the shut bend with 

a settled edge that encases the most extreme 

territory The issue depends on a section from 

Virgil's Aeneid:  

 

The Kingdom you see is Carthage, the Tyrians, 

the town of Agenor; But the nation around is 

Libya, no society to meet in war.  

 

Dido, who left the city of Tire to get away from 

her sibling, Rules here-a long a twisted story of 

off-base Is hers, however I will address its 

notable focuses all together... Dido, in incredible 

disturb, sorted out her companions for escape.  

 

They got together, every one of the individuals 

who cruelly despised the dictator Or on the other 

hand definitely dreaded him: they grabbed a few 

boats which risked to be prepared... They 

resulted in these present circumstances spot, 

where to-day you can see the strong Battlements 

and the rising fortification of New 

Carthage,Also, bought a site, which was named 

'Bull's Hide' after the deal By which they ought 

to get as much land as they could encase with a 

bull's stow away. In spite of the hover gives off 

an impression of being a conspicuous answer for 

Dido's concern, demonstrating this reality is 

fairly difficult. Zenodorus demonstrated that the 

region of the circle is bigger than that of any 

polygon having a similar edge, however the 

issue was not thoroughly understood until 1838 

by Jakob Steiner The historical backdrop of 

variational analytics goes back to the old Greeks, 

yet it was not until the seventeenth century in 

western Europe that significant advance was 

made. An issue of verifiable intrigue is the 

brachistochrone issue, postured by Johann 

Bernoulli in 1696. The term brachistochrone gets 

from the Greek 'brachistos' (the most brief) and 

'chronos' (time):[1]  

 

Given two focuses An and B in a vertical plane, 

what is the bend followed out by a molecule 

followed up on just by gravity, which begins at   

and achieves B in the most limited time?  

Sir Isaac Newton was tested to take care of the 

issue, and did as such the exact following day. 

Truth be told, the answer for the brachistochrone 

issue, which is a portion of a cycloid, is credited 

to Johann and Jacob Bernoulli, Sir Isaac Newton 

and Guillaume de L'Hˆopital  

 In that particular circumstance, the claimed 

Dido's worry was renamed as the isoperimetric 

issue, and it was communicated as:  
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Of all clear close curves in the plane of a given 

length, which encases the most extraordinary 

domain?  

 

Another basic variational issue is the data 

showing issue. A standard approach is the 

system for scarcest squares, which was first 

proposed by Adrien Marie Legendre and Carl 

Friedrich Gauss in the mid nineteenth century as 

a technique for translating planetary bearings 

from noisy data  

 

Note that, in each one of these issues, twists are 

searched for which are perfect in some sense. 

More especially, the purpose of a variational 

issue is to find a limit which is the 

inconsequential or the maximal estimation of a 

predefined helpful. By a viable, we mean a 

correspondence which dispenses a number to 

every limit having a place with some class The 

investigation of assortments gives procedures for 

finding extremals of functional, and issues that 

include in finding unimportant and maximal 

estimations of functional are called variational 

issues From an outlining viewpoint, variational 

issues can be portrayed by the way by which 

they can be associated for a particular reason.[2] 

Thusly, a couple of classes of variational issues 

of practical interest are perfect control, inverse 

or perfect shape diagram. They are every now 

and again portrayed by integrals, ordinary 

differential conditions or midway differential 

conditions.  

 

Perfect control is accepting an evidently basic 

part in the blueprint of present day building 

structures. The point here is the improvement, in 

some portrayed sense, of a physical 

methodology. More especially, the objective of 

these issues is to choose the control signals that 

will influence a system to satisfy the physical 

necessities and meanwhile restrain or increase 

some execution premise As a clear outline, 

consider the issue of a rocket moving a satellite 

into a hover around the earth. A related perfect 

control issue is to pick the controls (the push 

mindset point and the rate of outpouring of the 

exhaust gases) so the rocket brings the satellite 

into its embraced hover with slightest utilization 

of fuel or in minimum time.  

 

Inverse issues can be depicted as being against 

arrange issues. In a quick issue the reason is 

given, and the effect is settled. In a turn around 

issue the effect is given, and the reason is 

assessed There are two guideline sorts of invert 

issues: input estimation, in which the structure 

properties and yield are known and the data is to 

be assessed; and properties estimation, in which 

the system data and yield are known and the 

properties are to be surveyed. Inverse issues can 

be found in various districts of science and 

planning. An ordinary in reverse issue in 

geophysics is to find the subsurface in 

homogeneities from accumulated scattered fields 

caused by acoustic waves sent at the surface.[3]  

 

Perfect shape setup is a particularly intriguing 

field for mechanical applications. The target in 

these issues is to motorize the progression 

method of some gadget, and along these lines 

curtail the time it takes to make or to upgrade the 

present one. Being more correct, in a perfect 

shape design process one wishes to update some 

execution criterium including the course of 
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action of a numerical model with respect to its 

territory of definition One case is the 

arrangement of airfoils, which proceeds from a 

learning of the breaking point layer properties 

and the association among geometry and weight 

scattering The execution objective here might 

change: weight reducing, extend bolster, drag 

diminishment and even noise reduction can be 

gotten. On the other hand, the airfoil may be 

required to achieve this execution with goals on 

thickness, pitching moment, et cetera.  

 

In any case, while some fundamental variational 

issues can be understood coherently by 

techniques for the Euler-Lagrange condition the 

principle rational framework for general issues is 

to harsh the course of action using direct 

methodologies The key idea shrouded the 

assumed direct systems is to consider the 

variational issue as a state of control issue for 

some limit change issue in various estimations 

Two direct procedures for broad concern are 

those as a result of Euler and Ritz  Elective 

frameworks in light of Laguerre polynomials 

Legendre polynomials , Chebyshev polynomials 

, or all the more starting late wavelets  for 

instance, have been in like manner proposed. 

Grievously, every one of these issues are 

difficult to light up.[4] Deficient figure or 

meeting properties of the base limits, the 

typically broad estimation in the ensuing limit 

streamlining issue, the proximity of close-by 

minima or courses of action showing oscillatory 

practices are likely the most regular 

complexities. In this way new numerical 

techniques ought to be delivered remembering 

the true objective to vanquish that burdens.  

 

Unfortunately, variational issues might be to an 

extraordinary degree difficult to be clarified. 

Inadequate approximation or meeting properties 

of the base limits, the by and large generous 

estimation in the resulting limit streamlining 

issue, the closeness of close-by minima or game 

plans presenting oscillatory hones are 

presumably the most normal challenges. As 

needs be, more effort is required with a 

particular true objective to surmount these 

difficulties.  

 

In the midst of its headway, man-made 

intellectual competence has been pushing toward 

new procedures for knowledge depiction and 

dealing with that are closer to human 

reasoning.[5] In such way, another 

computational perspective has been set up with 

various progressions and applications - artificial 

neural frameworks. A phony neural framework, 

or basically a neural framework, can be 

described as a normally breathed life into 

computational model which involves a 

framework building made out of fake neurons . 

This structure contains a course of action of 

parameters, which can be accustomed to play out 

particular assignments. 

 
 
In spite of the way that neural frameworks have 

likenesses to the human cerebrum, they are not 

planned to demonstrate it, yet rather to be 

profitable models for basic reasoning and 

picking up outlining in a 'humanlike' way. The 

human cerebrum is significantly more unusual 

and sadly, tremendous quantities of its mental 

limits are up 'til now not remarkable. In any 

case, the more about the human personality is 
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learnt, the better computational models can be 

created and put to helpful use.  

 

One way to deal with understand the 

considerations behind neural computation is to 

look at the recorded background of this science 

McCulloch and Pitts delineated in 1943 a model 

of a neuron that is matched and has a settled 

edge An arrangement of such neurons can 

perform canny undertakings, and it is fit for 

comprehensive computation. Hebb, in his book 

circulated in 1949proposed neural framework 

models and the primary getting ready figuring. 

This is used to outline a speculation of how 

aggregations of cells may shape a thought. 

Rosenblatt, in 1958, set up together the 

considerations of McCulloch, Pitts and Hebb to 

show the perceptron neuron model and its 

readiness count Minsky and Papert demonstrated 

the theoretical farthest reaches of the perceptron 

in 1969 Various researchers by then surrendered 

neural frameworks and started to make other 

man-made awareness systems and structures.  

 

New models, among them the familiar memories 

self-dealing with frameworks the multilayer 

perceptron and the back-inducing getting ready 

count or the flexible resonation theory were 

delivered later, which took pros back to the field 

of neural frameworks. By and by, various more 

sorts of neural framework.[7] 

 

In this work a variational detailing for the 

multilayer perceptron is exhibited. Inside this 

definition, the learning issue lies as far as taking 

care of a variational issue by limiting a goal 

practical of the capacity space traversed by the 

neural system. The decision of an appropriate 

goal useful relies upon the specific application 

and it may require the reconciliation of 

capacities, customary differential conditions or 

incomplete differential conditions to be assessed. 

As we will see, neural systems are ready to 

explain information displaying applications, as 

well as an extensive variety of scientific and 

physical issues. All the more particularly, a 

variational definition for neural systems gives an 

immediate technique to taking care of variational 

issues.  

 

With a specific end goal to approve this 

numerical technique we prepare a multilayer 

perceptron to take care of some established 

issues in the math of varieties, and look at the 

neural system comes about against the scientific 

outcome. This variational plan is likewise 

connected to some conventional learning 

undertakings, for example, work relapse. At long 

last approval cases and genuine utilizations of 

different classes of variational issues in building, 

for example, ideal control, reverse examination 

and shape configuration are additionally 

included.  

 

Mention that some efforts have been as of now 

performed in this field. Zoppoli etal. talked 

about the estimate properties of different classes 

of neural systems as direct mixes of non settled 

premise works, and connected this hypothesis to 

some stochastic utilitarian enhancement issues. 

In Sarkar and Modak make utilization of a neural 

system to decide a few ideal control profiles for 

different substance reactors. Additionally, 

Franco-Lara and Weuster-Botz assessed ideal 

bolstering systems for bed-group bioprocesses 

utilizing neural systems.  
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This work supplements that examination and 

presents various novel issues. Initial, a 

conceptual hypothesis for neural systems from a 

variational perspective is composed. 

Specifically, we present the possibility of the 

capacity space traversed by a multilayer 

perceptron. This neural system can likewise be 

stretched out in order to incorporate free 

parameters, limit conditions and limits. Then 

again, learning assignments are here expressed 

as variational issues. They are characterized by a 

goal practical, which has a parameterized work 

related to it. Likewise, we clarify the 

arrangement approach of the diminished 

capacity improvement issue by methods for the 

preparation algorithm. Second, the scope of 

building applications for neural systems is here 

increased to incorporate shape plan, ideal control 

and reverse issues. The execution of this 

computational device is considered through the 

arrangement of an approval case for every one of 

that sort of issues.  

 

Third, the install of different numerical 

techniques, for example, the Simpson strategy, 

the Runge-Kutta technique or the Finite Element 

Method for assessing how well a neural system 

completes a movement is here considered.  

 

In synopsis, the accentuation of this PhD Thesis 

is put on the showing of materialness of the 

multilayer perceptron to different classes of 

variational issues in designing. In such manner, a 

solitary programming device can be utilized for 

some different applications, sparing time and 

effort to the specialists and along these lines 

lessening expense to the organizations.  

 

Every one of the cases exhibited here are 

composed in an independent design, and the 

primary concepts are depicted for each and every 

case, with the goal that the peruser needs just to 

take a gander at the kind of uses which are 

intriguing for him.  

 

Together with this PhD Thesis there is the open 

source neural systems C++ library Flood It 

utilizes an indistinguishable ideas and phrasing 

from in here, and contains everything expected 

to unravel the greater part of the applications 

included.  

 

In  essential numerical hypothesis concerning the 

math of varieties is introduced. These are the 

most vital ideas from which whatever is left of 

this work is created.  

 

In  an expanded class of multilayer perceptron is 

introduced to incorporate autonomous 

parameters, limit conditions and lower and upper 

limits. The learning issue for that neural system 

is then detailed from the point of view of 

practical investigation and variational analytics.  

 

In  the undertaking of information displaying is 

portrayed from a variational perspective. Along 

these lines, work relapse and example 

acknowledgment fit in the variational plan 

proposed. A few reasonable applications are 

likewise explained.  

 

In  some traditional issues in the math of 

varieties are unraveled utilizing neural systems. 

They are expected to be utilized for approval 

purposes, yet in addition as a beginning stage to 
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comprehend the arrangement approach of more 

intricate applications.  

 

In Chapter 6 the most imperative parts of ideal 

control are evaluated and this sort of issues is 

figured as a learning errand for the multilayer 

perceptron. So as to approve this immediate 

technique an ideal control issue with systematic 

arrangement is explained. Two other genuine 

applications are likewise drawn nearer with a 

neural system.  

 

In  the converse issues hypothesis is presented 

and expressed as a conceivable application for 

neural systems. This is likewise approved 

through two different contextual analyses falsely 

created.  

 

In the scientific premise of ideal shape 

configuration is expressed and the 

appropriateness for a multilayer perceptron to 

take care of this issues articulated. Approval 

cases and more mind boggling applications are 

likewise included here.  

 

In Annex A the product model of Flood is 

developed after a best down approach. This 

gives different perspectives of this class library, 

from the most elevated theoretical level to the 

points of interest.  

 

In Annex B, and for fulfillment, a few essentials 

of numerical techniques for incorporation of 

capacities, standard differential conditions and 

incomplete differential conditions are 

incorporated. They are intended to be utilities to 

be utilized by the neural system when required, 

to assess the goal utilitarian. 

 

 

Preliminaries 
 
The calculus of variations, also known as 

functional differentiation, is a branch of 

mathematics which gives methods for finding 

minimal and maximal values of functionals. In 

this way, problems that consist in finding 

extrema of functionals are called variational 

problems. 

 

In this we introduce the main concepts 

concerning optimum values of functionals. We 

also cite some methods to solve problems in the 

calculus of variations. 

 

Extreme values of  functionals 
 
Variational problems involve determining a 

function for which a specific functional takes on 

a minimum or a maximum value. Here we 

introduce some concepts concerning functionals, 

their variations and their extreme values.[9] 

 

 

 

 

Vector spaces 
 
To begin, let us introduce the concept of vector space. 
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Definition 1 (Vector space). A vector space V is a set that is closed under the operations of element addition and 

scalar multiplication. That is, for any two elements u, v ∈ V and any scalar 

α ∈ R 

1.  + v ∈ V . 

2. αv ∈ V . 

Example 1. The Euclidean n-space, denoted Rn, and consisting of the space of all n-tuples of real numbers, (u1, 

u2, . . . , un), is a vector space. Elements of Rn are called n-vectors. The operation of element addition is 

componentwise; the operation of scalar multiplication is multiplication on each term separately. 

 

Normed vector spaces 

In a vector space, besides the operations of element addition and scalar multiplication, usually there is 

introduced a norm. 

 

Definition 2 (Normed vector space). A vector space V is said to be normed if each element u ∈ V is assigned a 

nonnegative number kuk, called the norm of u, such that 

1. kuk = 0 if and only if u = 0. 
 

2. kαuk = |α|kuk. 
 

3. ku + vk ≤ kuk + kvk. 

 

 
 
Example 2. The Euclidean n-space is a normed vector space. A norm of a n-vector u = (u1, u2, . . . , un) 

can be 

 
v  
u n 

kuk = 
u

X
i  

ui
2. 

t   
 =1  

 

Function spaces 
 
Here we introduce the concept of function space, which is directly related to the concept of normed vector 

space. 

 

Definition 3 (Function space). A function space is a normed vector space whose elements are functions. 

Function spaces might be of infinite dimension. 
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Example 3. The space C
n
(xa, xb), consisting of all functions y(x) defined on a closed interval [xa, xb] which 

have bounded continuous derivatives up to order n, is a function space of infinite dimensions. By addition of 

elements in Cn and multiplication of elements in Cn by scalars, we mean ordinary addition of functions and 

multiplication of functions by numbers. A norm in Cn(xa, xb) can be 

 

n 
∈ 

   
Xi  

|y(i)(x)|, 
 

ky(x)kn = sup  

=0 
x  [xa,xb]    

 

where y(0)(x) denotes the function y(x) itself and y(i)(x) its derivative of order i. Thus, two functions in Cn are 

regarded as close together if the values of the functions themselves and of all their derivatives up to order n are 

close together. It is easily verified that all the axioms of a normed linear space are satisfied for the space Cn. 

 

Two important Cn function spaces are C0, the space of continuous functions, and C1, the space of 

continuously differentiable functions. 

 

Example 4. The space P n(xa, xb), consisting of all polynomials of order n defined on an interval [xa, xb], is a 

function space of dimension n + 1. Elements in P n are of the form 

 
n  
X  

pn(x) =    αkxk.   
k=0 

 

The operations of element addition and scalar multiplication in P n(xa, xb) are defined just as in Example 

3. The l-norm is defined as 

 

n !1/l 

kP nkl = 

X  

 |αk|l     , 
k=0 
 

 

 

 

 

for l ≥ 1. This formula gives the special cases 

 
   n         

kpnk1 = 

X       

  |αk|,      
   k=0        

   

v 

       

k 
pn 2 

= 
n αk | 2 ,   

k 
 

u k=0 | 
      

   

u
X 

       

   t         
kp

n
k

∞ 
=

 0  k  n 
|   k

| 

).  
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   max ( α  
≤ ≤ 

 

It is easily verified that all the axioms of a normed linear space are satisfied for the space P 
n
. 

 

Functionals 

By a functional, we mean a correspondence which assigns a number to each function belonging to some class. 

 

Definition 4 (Functional). Let V be some function space. A functional F [y(x)] is a correspondence which 

assigns a number F ∈ R to each function y(x) ∈ V 

 

F : V →  R 
 

y(x) 7→ F [y(x)] 
 

V is called the domain of the functional. 
 

Example 5 (Arc length). Let A = (xa, ya) and B = (xb, yb) be two points on the plane and consider the collection 

of all functions y(x) ∈ C1(xa, xb) which connect A to B, i.e., such that y(xa) = ya and y(xb) = yb. The arc-length 

L of a curve y(x) is a functional. The value L[y(x)] is given by the integral 

 

Z B  
L[y(x)] = ds  

A 

Z B 
p  

= dx2 + dy2 
A 

Z xb
 

p  
= 1 + [y0(x)]2dx.  

xa 

 
Figure 1 represents graphically the arc length functional. Example 6 (Sum squared error). Let y(x) be a given 

function, and consider a collection of data points (x1, y1), . . . , (xn, yn). The squared error E of the curve y(x) 

with respect to the points (x1, y1), . . . , (xn, yn) is a functional. The value E[y(x)] is given by 

 
n  
Xi  

E[y(x)] =    (y(xi) − yi)
2 .  

=1   
 
 

 

1 A 

 

0.8   
L[y(x)]  

0.6 
 

y
 

 
0.4 
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Figure 1: Illustration of the arc length functional  
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Figure 2: Illustration of the sum squared error functional 

Figure 1 shows the sum squared error functional. Both of these examples have one property in common that is a 

characteristic feature of all functionals: Given a functional F , to each function y(x) there corresponds a unique 

number F [y(x)], just as when we have a function y, to each number x there corresponds a unique number y(x). 

 

Continuity of functionals 
 
The concept of continuity of functionals naturally appears in functional analysis. 

 

Definition 5 (Continuous functional). Let V be some function space. A functional F [y(x)] defined on V is said 

to be continuous at y(x) ∈ V if for any > 0 there is a δ > 0 such that, if for some yˆ(x) ∈ V 

 

ky(x) − yˆ(x)k < δ  

Then  

|F [y(x)] − F [ˆy(x)]| < .  
 
In the sequel we shall consider only continuous functionals and, for brevity, we shall omit the word 

‘continuous’. 
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Linearity of functionals 
 
Let us introduce the concept of linearity of functionals, which will be useful to us later. Definition 6 (Linear 

functional). Let V be some function space. A functional F [y(x)] defined on 
 

V is said to be linear if 
 

1. F [αy(x)] = αF [y(x)] for any α ∈ R and any y(x) ∈ V . 
 

2. F [y1(x) + y2(x)] = F [y1(x)] + F [y2(x)] for any y1(x), y2(x) ∈ V . 
 

3. F [y(x)] is continuous for any y(x) ∈ V . 

 

The increment of a functional 
 
In order to consider the variation of a functional, we must define first the concept of increment. 
 
Definition 7 (Increment of a functional). Let V be some function space and let F be a functional defined on V . 

The increment of F , denoted by F , is defined as 

 

F (y(x), δy(x)) = F [y(x) + δy(x)] − F [y(x)],  

for any y(x), δy(x) ∈ V . 
 
The variation of a functional 

 

We are now ready for considering the variation (or differential) of a functional. 

 

Definition 8 (Variation of a functional). Let V be some function space and let F be a functional defined on V . 

Let write the increment of F in the form 

 

F [y(x), δy(x)] = δF [y(x), δy(x)] + G[y(x), δy(x)] · kδy(x)k,  

where y(x), δy(x) ∈ V and δF is a linear functional. If  

lim   G[y(x), δy(x)] = 0,  

kδy(x)k→0  

 

then F is said to be differentiable on y(x) and δF is called the variation (or differential) of F at y(x).  

 

Extrema of functionals 
 
Next we use the concept of variation to establish a necessary condition for a functional to have an extremum. 

We begin by introducing the concept of extrema of functional. 

 

Definition 9 (Extremum of a functional). Let V be some function space and let F be a functional defined on V . 

The function y∗(x) is said to yield a relative minimum (maximum) for F if there is an > 0 such that 
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F [y(x)] 
− 

F [y∗(x)] 
≥ 

0  ( 
≤ 

0),  
     

for all y(x) ∈ V for which ky(x) − y∗(x)k < .  

 

If Equation is satisfied for arbitrarily large , then F [y∗(x)] is a global minimum (maxi-mum). The 

function y∗(x) is called an extremal, and F [y∗(x)] is referred to as an extremum. 

The fundamental theorem in the calculus of variations provides the necessary condition for a function to 

be an extremal of a functional. 

 

Theorem 1 (The fundamental theorem in the calculus of variations). Let V be some function space and let 

F be a functional defined on V . If y∗(x) ∈ V is an extremal of F then 

 

δF [y∗(x), δy(x)] = 0,   
for any δy(x) ∈ V . 

 

The simplest variational problem 

 
We shall now consider what might be called the ‘simplest’ variational problem, which can be formulated as 

follows: 

 

Problem 1 (The simplest variational problem). Let V be the space of all smooth functions y(x) defined on an 

interval [xa, xb] which satisfy the boundary conditions y(xa) = ya and y(xb) = yb. Find a function y∗(x) ∈ V for 

which the functional 

Z xb

 

F [y(x)] = F [x, y(x), y
0 (x)]dx,  

xa b   
defined on V , takes on a minimum or maximum value. 

 

In other words, the simplest variational problem consists of finding an extremum of a functional of the form 

where the class of admissible functions consists of all smooth curves joining two points. Such variational 

problems can be solved analytically by means of the Euler-Lagrange Equation [10]. 

 

Theorem 2 (Euler-Lagrange equation). Let V be the space of all smooth functions y(x) defined on an interval 

[xa, xb] which satisfy the boundary conditions y(xa) = ya and y(xb) = yb, and let F [y(x)] be a functional defined 

on V of the form 
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Z xb

 

F [y(x)] = F [x, y(x), y
0 (x)]dx  

xa b   
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Then, a necessary condition for the function y∗(x) ∈ V to be an extremum of F [y(x)] is that 
 

it satisfies the differential equation        

 ∂F  d ∂F 
= 0.   b −   b0       

 ∂y  dx ∂y     
The Euler-Lagrange equation plays a fundamental role in the calculus of variations and it is, in general, a second 

order differential equation. The solution then will depend on two arbitrary constants, which can be determined 

from the boundary conditions y(xa) = ya and y(xb) = yb. 

 

Example 7 (The brachistochrone problem). The statement of this problem is: 

 

Given two points A = (xa, ya) and B = (xb, yb) in a vertical plane, what is the curve traced out by a particle acted 

on only by gravity, which starts at A and reaches B in the shortest time? Figure 7 is a graphical statement of the 

brachistochrone problem. 
 
 
 
 

1 A      

0.8       

0.6 
   ds   
 

y(x) 
    

y
      

0.4       

0.2       

0      B 

 0 0.2 0.4 0.6 0.8 1 
    x    

 

Figure 3: The brachistochrone problem statement. 
 
 
The time to travel from point A to point B is given by the integral 

 

B ds   

t = 
Z

A 

 

,  v(s) 

where s is the arc length and v is the speed. The speed at any point is given by a simple application of 

conservation of energy, 
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mgya = mgy + 
1 
mv2 

,  
2      

where g = 9.81 is the gravitational acceleration. This equation gives 

 

 

 v = 2g(ya − y).  

Plugging this into Equation (2.20), together
p 

with the identity  
ds = p         

1 + [ y0( x)]2dx, 

  = 

p 

dx2 + dy2  

yields             

t = √ 2g 
Z 

xa s       
  ya − 0y(x) dx.  

1  xb    1 + [y (x)]2  
                 
 

In this way, the brachistochrone problem can be formulated from a variational point of view  
as: 
 

Let V be the space of all smooth functions y(x) defined on an interval [xa, xb], which are subject to 

the boundary conditions y(xa) = ya and y(xb) = yb. Find a function y∗ (x) ∈  V for which the functional 

T [y(x)] = 
√

2g 
Z

xa s         
 1ya − 0y(x) dx,  

 1 
x

b      + [y (x)]2   
               

defined on V , takes on a minimum value.              

The functional to be varied is thus                

T [y(x), y
0
(x)] = 

s        
 y a  0

y(x) dx. 

b 

     1 + y (x)2  

        −       

Making use of the Euler-Lagrange equation, the set of parametric equations (x, y)∗ (θ) for the 

brachistochrone are given by    

x∗ (θ) = xa + r(θ − sin (θ)),  

y∗ (θ) = ya − r(1 − cos (θ)),  

 

for θ ∈  [θa, θb]. These are the equations of a cycloid, which is the locus of a point on the rim of a circle 

rolling along a horizontal line. By adjustments of the constants θa, θb and r, it is possible to construct one 

and only one cycloid which passes trough the points (xa, ya) and (xb, yb). 
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Equations  provide a descent time which is an absolute minimum when com- 

 

pared with all other arcs. This descent time can be obtained as 

    

  1    θb 
v         

     
1 +

 (1  cos (θ))
2 

   

 

r 

       

u 

   sin2(θ)     

T [(x, y)∗ (θ)]  =           − r(1 − cos (θ))dθ 
 

2g 
 

0 r(1 
 

  

Z 

u 

− 

cos (θ))   

        

u 
       

= r    θb.  t          
g 

          

   r              
                     
Taking, for example, the points A and B to be A = (0, 1) and B = (1, 0), Equations  and  become 

 

x∗ (θ) = 0.583(θ − sin (θ)),  

y∗ (θ) = 1 
− 

0.583(1 
− 

cos (θ)),     
for θ ∈  [0, 2.412]. Figure 4 shows the shape of the brachistochrone for this particular example.  

 
 
 

1  
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0.6 
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x 

 
Figure 2.4: Analytical solution to the brachistochrone problem. 

 
 

Finally, Equation (2.29) gives the descent time for this chute 
 
 

T [(x, y)∗ (θ)] = 0.577.  

 

The simplest constrained variational problem 
 
In the simplest variational problem we have considered so far, the class of admissible curves was specified, 

apart from smoothness requirements, by boundary conditions. However, there are many applications of the 

calculus of variations in which constraints are imposed on the admissible curves. Such constraints are expressed 

as functionals. 
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Problem 2 (The simplest constrained variational problem). Let V be the space of all smooth functions y(x) 

defined on an interval [xa, xb] which satisfy the boundary conditions y(xa) = ya and y(xb) = yb, and such 

Z xb

 

C[y(x)]  = C[x, y(x), y
0 (x)]dx 

xa b  
= 0.  
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Find a function y∗ (x) ∈  V for which the functional defined on V 

Z xb

 

F [y(x)] = F [x, y(x), y
0 (x)]dx  

x
a b   

takes on a minimum or a maximum value. 

 

In other words, the simplest constrained variational problem consists of finding an extremum of a 

functional of the form, where the class of admissible functions consists of all smooth curves joining two 

points and satisfying some constraint of the form.[11] 

 

The most common procedure for solving the simplest constrained variational problem is the use of 

Lagrange multipliers. In this method, the constrained problem is converted to an unconstrained problem. 

The resulting unconstrained problem can then be solved using the Euler-Lagrange equation. 

 

Theorem 3 (Lagrange multipliers). Let V be the space of all smooth functions y(x) defined on an interval 

[xa, xb] which satisfy the boundary conditions y(a) = ya, y(b) = yb, and such 
 

Z xb

 

C[y(x)]  =  C[x, y(x), y
0 (x)]dx 

= 0.
x

a b  

Let y∗ (x) be an extremal for the functional defined on V 
Z xb

 

 F [y(x)] = F [x, y(x), y0(x)]dx.  
  x  

Then, there exists a constant λ such thatay∗
b

(x) is also an extremal of the functional  

F
¯

[y(x)]  = 
Z

 xb  Fb[x, y(x), y
0
(x)] + λCb[x, y(x), y

0
(x)]  dx  

x
a 

Z xb
 

¯ 0 

= Fb[x, y(x), y (x)]dx. x
a 

 

The constant λ is called the Lagrange multiplier. 

 

The simplest constrained variational problem can then be solved by means of the Euler- 

¯ 

Lagrange equation for the functional F , 

 

¯  ¯   
∂F   d ∂F = 0.  b −    b0      

∂y  dx ∂y    
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Example 8 (The isoperimetric problem). Dido’s problem, which is also known as the isoperimetric problem, is 

be solved by means of Lagrange multipliers and the Euler-Lagrange equation: 

 

Of all simple closed curves in the plane of a given length l, which encloses the maximum area? 
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Figure 8 states graphically this problem. 
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Figure  5: The isoperimetric problem statement. 

 

Here we can not use a function y(x) to specify the curve since closed curves will necessarily make the function 

multi-valued. Instead,[12] we use the parametric equations x = x(t) and y = y(t), for t ∈  [0, 1], and such that x(0) 

= x(1), y(0) = y(1) (where no further intersections occur). For a plane curve specified in parametric equations as 

(x, y)(t), the arc length is given by 

 

Z 1 

l  = 0 p [x0(t)]2 + [y0(t)]2 
dt.  

On the other hand, Green’s theorem gives the signed area as  

a = 2 Z0 1     
( x( t ) y0(t ) − x0(t ) y(t ) ) dt. 

 1       

 

Thus, the isoperimetric problem can be formulated from a variational point of view as follows: 

 
Let V be the space of all smooth functions (x, y)(t) defined on the interval [0, 1], which satisfy the boundary 

conditions x(0) = 0, x(1) = 0, y(0) = 0, y(1) = 0, and such 

 

L[(x, y)(t)]  = 

Z 1 

p 

 

dt − l 0 [x0(t)]2 + [y0(t)]2 

= 0.  
 

Find a function (x, y)
∗

(t) ∈  V for which the functional defined on V 

A[(x, y)(t)] = 2 Z 0 1  
( x( t ) y0(t ) − x0(t ) y(t ) ) dt 

1     
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takes on a maximum value. 
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We can reformulate this constrained variational problem as an unconstrained variational prob-lem by means of 

Lagrange multipliers: 

 

Let V be the space of all smooth functions (x, y)(t) defined on an interval [0, 1], which satisfy the boundary 

conditions x(0) = 0, x(1) = 0, y(0) = 0, y(1) = 0. Find a function (x, y)∗ (t) ∈  V for which the functional defined 

on V 

 

F [(x, y)(t)] = 
Z

0 1  p 

 

+ λ(x(t)y0(t) − x0(t)y(t))  dt  [x0(t)]2 + [y0(t)]2 

takes on a maximum value.        

The functional to be varied is therefore     

F [x(t), x0 (t), y(t), y0(t)]  = p 
 

 
 

[x
0
(t)]

2
 + [y

0
(t)]

2 
 

b  
+ λ(x(t)y0(t) − x0(t)y(t)).    

Integrating the Euler-Lagrange equation here a circle with radius r is obtained. A set of 

parametric equations (x, y)∗ (t) for the circle is given by  

x∗ (t) = xa + r cos (2πt),  

y∗ (t) = xb + r sin (2πt),  
 

for t ∈  [0, 1]. By adjustments of the constants a, b and r it is possible to construct a circle with perimeter l which 

satisfies the boundary conditions (x(0), y(0)) = (0, 0) and (x(1), y(1)) = (0, 0). 

 

Taking, for instance, the perimeter of the circle to be l = 1, Equations  and  become 

 

x∗ (t) = 

1 

+ 

1  

cos (2πt),  − 
    

 2π 2π 

y∗ (t) =  1 sin (2πt),  
  

  2π      

for t ∈  [0, 1]. Figure 8 shows the shape of the circle for this particular example.  

The area of such a circle is            

A[(x, y)∗ (t)] =  1 .  
 

        4π  

 

Direct methods in variational problems 
 
While many variational problems can be solved analytically by means of the Euler-Lagrange equation, the only 

practical technique for general variational problems is to approximate the solution using ‘direct methods’.[12] 

The fundamental idea underlying the so called direct methods is to consider a variational problem as a limit problem 

for some function optimization problem in many dimensions. This new problem is then solved by usual methods. In 

this way, the difference between variational problems and function optimization problems is in the number of 
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dimensions. Variational problems entail infinite dimensions, while function optimization problems involve finite 

dimensions. 

 

In this section we describe two direct methods, the Euler method and the Ritz method. 
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Figure  6: Analytical solution to the isoperimetric problem 

 

The Euler method 
 
The first direct method studied here is the Euler method, also called the finite differences method. In order to 

understand the Euler method, consider the simplest variational problem: 

 

Let V be the space of all smooth functions y(x) defined on an interval [a, b] which satisfy the boundary 

conditions y(xa) = ya, y(xb) = yb. Find a function y
∗

(x) ∈  V for which the functional defined on V 
 

Z xb

 

F [y(x)] = F [x, y(x), y
0 (x)]dx 

xa b  
takes on a minimum or a maximum value. 

The main idea of the Euler method is that the values of the functional F [y(x)] are considered not along all 

admissible curves y(x) ∈  V , but along polygonal curves which consist of a number n − 1 of line segments with 

vertices at points 

 

(xa, ya), (x1, y1), . . . , (xn, yn), (xb, yb) 
 

where xi = xa + ih, for i = 1, . . . , n and being h = (xb − xa)/(n + 1), see Figure 2.7. 
Along such polygonal curves the functional F [y(x)] turns into a function f(y1, . . . , yn). The 

problem is then to choose y1, . . . , yn so that the function f(y1, . . . , yn) has an extremum. The 

necessary condition for the ordinates y1, . . . , yn to be an extremal of f is that they satisfy  
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rf(y1, . . . , yn)  = ∂y1 , . . . , ∂yn  
  ∂f ∂f  
      

= 0.    
 
.
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Figure  7: Illustration of the Euler method. 

 

By doing so we shall have a polygonal curve which is an approximate solution to the variational problem in 

question 

 

The Ritz method 
 
The second direct method studied in this section is the Ritz method As before, in order to understand the Ritz 

method, consider the simplest variational problem: 

Let V be the space of all smooth functions y(x) defined on an interval [a, b] which satisfy the boundary 

conditions y(xa) = ya, y(xb) = yb. Find a function y∗ (x) ∈  V for which the functional defined on V 

Z xb

 

F [y(x)] = F [x, y(x), y
0 (x)]dx  

xa b   
takes on a minimum or a maximum value. 
 

The idea of the Ritz method is that the values of the functional F [y(x)] are considered not along all 

admissible curves y(x) ∈  V , but only along all possible linear combinations of a certain sequence of n functions 

g1(x), . . . , gn(x), 

N  
Xi 

 y(x) =    αigi(x). 
=1  

 
The elements in the function space defined by Equation  must satisfy the boundary conditions for a given 

problem,[14] which is a restriction on the choice of the sequence of functions gi(x). Along such linear 

combination the functional F [y(x)] becomes a function of the coefficients f(α1, . . . , αn). The problem is 
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the to choose α1, . . . , αn so that the function f(α1, . . . , αn) has an extremum. The necessary condition for 

the coefficients α1, . . . , αn to be an extremal of f is that they satisfy 

rf(α1, . . . , αn)  = ∂α1 , . . . , ∂αn 
  ∂f  ∂f 
       

= 0.    

By doing so we shall obtain a curve which is an approximate solution to the variational problem in question. 

The initial choice of the functions {g1, . . . , gn}, which are called coordinate functions is of greet importance, 

and therefore a successful application of Ritz’s method depends on an adequate choice of the coordinate 

functions. Figure 8 illustrates this method. 
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Figure 8: Illustration of the Ritz method 

 
Results & Conclusion 
 
The learning issue in the multilayer perceptron 

has been expressed from the perspective of 

practical investigation and variational math. This 

gives an immediate strategy to the arrangement 

of variational issues. The explaining approach 

here comprises in three stages: The initial step is 

to pick a reasonable parameterized work space in 

which the answer for the issue is to be 

approximated. The components of this group of 

capacities are those crossed by a multilayer 

perceptron. In the second step the variational 

issue is figured by choosing a proper goal 

practical, characterized on the capacity space 

picked previously. The third step is to tackle the 

lessened capacity streamlining issue. This is 

performed with a preparation calculation fit for 

finding an ideal arrangement of parameters.  

 

Now and again a standard multilayer perceptron 

will characterize a right portrayal for the 

arrangement. In some different events a few 

augmentations to this class of neural system will 

be required.[15] Here a class of multilayer 

perceptron stretched out with autonomous 
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parameters, limit conditions and lower and upper 

limits has been created. This expanded class of 

multilayer perceptron may have the capacity to 

traverse a more suited capacity space for some 

variational issues, in order to manage a greater 

measure of utilizations.  

 

A variational detailing for the multilayer 

perceptron is sufficiently general to incorporate 

conventional learning undertakings, for example, 

work relapse, design acknowledgment or time 

arrangement expectation. In this work these 

issues have been clarified from a variational 

perspective, and two capacity relapse 

applications in the maritime and the aeronautical 

businesses are tackled. The previous manages 

displaying the residuary obstruction of cruising 

yachts from frame geometry co-efficients and 

Froude number information. In the later the self-

commotion produced by an airfoil is displayed 

from an informational collection of different 

airfoil geometry co-efficients and flight 

conditions.  

 

The use of this numerical strategy for issues not 

including an info target informational index has 

been approved through a few established issues 

in the math of varieties. Specifically, two 

unconstrained applications, the geodesic and the 

brachistochrone issues, and two obliged ones, 

the catenary and the isoperimetric issues, have 

been unraveled. The outcomes gave by the 

neural system have been looked at against the 

scientific ones, showing great association 

between the estimated and the correct qualities. 

In these cases, joining of capacities is required to 

assess the goal useful. This is performed with the 

Runge-Kutta-Fehlberg technique.  

 

The ideal control issue has likewise been 

formally expressed as a learning assignment for 

the multilayer perceptron. The auto issue, which 

has diagnostic arrangement, has been explained 

by methods for a broadened class of multilayer 

perceptron for approval purposes. Two down to 

earth applications in the synthetic and the 

aeronautical ventures have additionally been 

drawn nearer with this numerical strategy.  
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