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Abstract—Cloud computing has Virtualized 

infrastructure become a target for cyber attackers to 

launch advanced attacks. This Project proposes a big 

data based security analytics approach to detecting 

advanced attacks in virtualized infrastructures. 

Network logs and user application logs collected 

periodically from the guest virtual machines (VMs) are 

stored in the Hadoop Distributed File System (HDFS). 

Then, extraction of attack features is performed through 

graph-based event correlation and Map Reduce parser 

based identification of potential attack paths. Next, 

determination of attack presence is performed through 

two-step machine learning, namley logistic regression 

is applied to calculate attack’s conditional probabilities 

with respect to the attributes, and belief propagation is 

applied to calculate the belief in existence of an attack 

based on them. 

Index Terms—Virtualized infrastructure, virtualization 

security, cloud security, malware detection,  security 

analytics,event correlation, logistic regression, belief 

propagation 

1. Introduction 

A virtualized infrastructure consists of multiple virtual 

machines (VMs) that are depend upon the software-

defined multi-instance resources of the hosting 

hardware. The virtual machine monitor, also called 

hypervisor, sustains, regulates and manages the 

software-defined multi-instance architecture. The 

ability to pool different computing resources as well as 

enable on-demand resource scaling has led to the 

widespread deployment of virtualized infrastructures as 

an important provisioning to cloud computing services. 

 Existing security approaches to protecting 

virtualized infrastructures generally include two types, 

namely malware detection and security analytics. 

Malware detection usually involves two steps, first, 

monitoring hooks are placed at different points within 

the virtualized infrastructure, then a regularly-updated 

attack signature database is used to determine attack 

presence. While this allows for a real-time detection of 

attacks, the use of a dedicated signature database makes 

it vulnerable to zero-day attacks for which it has no 

attack signatures. 

  

 

Security analytics applies analytics on the various logs 

which are obtained at different points within the 

network to determine attack presence. By leveraging 

the huge amounts of logs generated by various security 

systems (e.g., intrusion detection systems (IDS), 

security information and event management (SIEM), 

etc.), applying big data analytics will be able to detect 

attacks which are not discovered through signature- or 

rule-based detection methods. While security analytics 

removes the need for signature database by using event 

correlation to detect previously undiscovered attacks, 

this is often not carried out in real-time and current 

implementations are intrinsically nonscalable. 

To overcome these limitations, in this paper we propose 

a novel big data based security analytics (BDSA) 

approach to protecting virtualized infrastructures 

against advanced attacks. By making use of the network 

logs as well as the user application logs collected from 

the guest VMs which are stored in a Hadoop 

Distributed File System (HDFS), our BDSA approach 

first extracts attack features through graph-based event 

correlation, a MapReduce parser based identification of 

potential attack paths and then ascertains attack 

presence through two-step machine learning, namley 

logistic regression and belief propagation. 

 

The remainder of the paper is arranged as follows. 

Section 2 presents a review upon the existing security 

approaches. Section 3 proposes our big data based 

security analytics (BDSA) approach. Experimental 

evaluations are presented in Section 4, while Section 5 

discusses our BDSA approach in contrast with the 

related work. Section 6 draws the conclusion. 

 

2.Literature Review 
 
2.1 Malware detection in virtualised infrastructure 
 
Malware refers to any executable which is designed to 

compromise the integrity of the system on which it is 

run. There are two prominent approaches to malware 

detection in cloud computing, namely in-VM and 

outside-VM inter-working approach and hypervisor-

assisted malware detec-tion. 
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2.1.1In-VM and outside-VM interworking approach 

to malware detection 
 
In-VM and outside-VM interworking detection consists 

of an in-VM agent running within the guest VM, and a 

remote scrutiny server monitoring the VM’s behaviour. 

When a potential malware execution is detected the in-

VM agent sends the suspicious executable to the 

scrutiny server, which then uses the signature database 

to verify malware presence or otherwise and then 

informs the in-VM agent of the results.  
CloudAV, a cloud-based malware detection system 

fea-turing multiple antivirus engines, employs in-VM 

and outside-VM interworking approach to protect the 

guest VMs against attacks [4]. Apparently the 

effectiveness of this scheme depends on the frequency 

at which the virus signatures are updated by the 

antivirus vendors.  
The in-VM and outside-VM interworking approach 

is also used by CuckooDroid, to detect mobile malware 

pres-ence on Android devices [5]. It consists of an in-

device agent which scans executables on the device and 

sends any sus-picious executable to a remote scrunity 

server which runs a hybrid of anomaly-based and 

signature-based malware detectors. The scheme first 

extracts malware features by using static as well as 

dynamic analysis on malware apps. The obtained 

features are then used to train a one-class SVM 

(Support Vector Machine) classifier for anomaly-based 

detection. Implemented on an emulated Android 

platform, CuckooDroid achieved a detection accuracy 

of 98.84 %. 

 

2.1.2 Hypervisor-assisted malware detection 
 
Hypervisor-assisted malware detection, on the other 

hand, uses the underlying hypervisor to detect malware 

within the guest VMs. 

A hypervisor-assisted malware detection scheme is 

de-signed in [6] to detect botnet activity within the 

guest VMs. The scheme installs a network sniffer on 

the hypervisor to monitor external traffic as well as 

inter-VM traffic. Implemented on Xen, it is able to 

detect the presence of the Zeus botnet on the guest 

VMs.  
A hypervisor-assisted detection scheme is proposed 

in [7] using guest application and network flow 

characteris-tics. This scheme first uses LibVMI to 

extract key process features from the processes running 

within VMs and then uses tcpdump together with the 

CoralReef network packet analysis tool from CAIDA 

(Center for Applied Internet Data 

 

Analysis) to extract network flow features. The 

obtained features are then used to train one-class SVM 

classifiers to detect malware presence within guest 

VMs. Implemented on KVM, the scheme is able to 

detect well-known DDoS (Distributed Denial of 

Service) and botnet attacks such as LOIC (Low Orbit 

Ion Cannon) and Zeus.  
The hypervisor-assisted detection is also used in 

Access-Miner [8]. Implemented as a custom hypervisor, 

Access-Miner monitors normal user behavior within the 

system and creates access activity models which are 

used for anomaly-based malware detection. To ensure 

that the underlying hardware is protected, it intercepts 

the guest system call requests and uses a policy checker 

module to determine if it should access the system 

resource. 

 

2.2 Security Analytics 
 
Security Analytics refers to the application of analytics 

in the context of cybersecurity [9]. Based on a variety 

of data collected from different points within an 

enterprise network, security analytics aims to detect 

previously undiscovered threats by use of analytic 

techniques.  
Common techniques of security analytics include 

clus-tering and graph-based event correlation. 

 

2.2.1 Clustering for security analytics 
 
Clustering organises data items in an unlabeled dataset 

into groups based on their feature similarities [10]. For 

security analytics, clustering finds a pattern which 

generalises the characteristics of data items, ensuring 

that it is well generalized to detect unknown attacks. 

Examples of cluster-based classifiers include K-means 

clustering and k-nearest neighbors, which are used in 

both intrusion detection and malware detection.  
Clustering is used for security analytics for 

industrial control systems [11] in an NCI (networked 

critical infrastructure) environment. First, data outputs 

from various network sensors are arranged as vectors 

and K-means clustering is applied to group the vectors 

into clusters. The MapReduce model is then applied to 

the grouped clusters to find groupings of possible attack 

behaviour, thus allowing the detection to be carried out 

efficiently.  
In [12] an “attack pyramid” -based scheme is 

proposed to detect APTs (advanced persistent threats) 

in a large enterprise network environment. Based on 

threat tree modeling, different planes (namely 

hardware, user, network, application) to which an attack 

may be launched are placed hierarchically with the end 

goal placed at the top. First, outputs from all available 

sensors in the network (e.g., network logs, execution 

traces, etc) are put into contexts. Then, in terms of the 

contexts various suspicious activities detected at each 

attack plane are correlated in a MapReduce model, 
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which takes in all the sensor outputs and generates an 

event set describing potential APTs. Finally, an alert 

system determines attack presence by calculating the 

confidence levels of each correlated event.  
SINBAPT (Security Intelligence techNology for 

Blocking APT) [13] uses big data processing such as 

HDFS and MapReduce together to detect the presence 

of APTs in an enterprise network environment. Used 

for anomaly-based detection, the scheme collects log 

data from different sources 

(e.g., Netflow, application logs, etc) and applies a 

MapReduce model for feature extraction. Once 

organized into clusters, the data is then used to 

determine attack presence according to pre-defined 

rules. 

2.3 Limitations of existing approaches 
 
Existing approaches to detecting attack presence are 

limited in terms of their ability to detect threats in real-

time as well as to scale across multiple hosts. 

One of the limitations of existing security 

approaches stems from the use of a dedicated signature 

database for threat detection. This applies to approaches 

that feature a regularly updated attack signature 

database for threat detection. Typically in the in-VM 

and outside-VM interworking approach, an in-VM 

agent detects and passes any suspicious file to the 

remote scrunity server, which uses the signature 

database to determine if it is a malware. The 

dependence on a regularly-updated signature database 

makes it limited in detecting zero-day attacks. While 

BareCloud [17] and 

CloudAV [4] attempt to get around this limitation by 

using multiple antivirus engines for threat detection, 

they are still limited in detecting previously 

undiscovered attacks due to the post factum data in 

updating the signature database. This is further 

exacerbated by an increased number of false positives 

reported by the different antivirus engines.  
Security analytics removes the need for signature 

database by correlating events from the collected logs, 

but they still suffer from the post factum data in training 

for threat detection. Typically BotCloud [14] and Nazca 

[18] collect data over long periods of time (usually over 

a 24 hour period) and apply analytics for threat 

detection. While a long period of time allows for a rich 

collection of data, that entails a tendency in detecting 

threats which have already taken place over a breadth 

of time within the network. This makes it difficult, if 

not impossible, to focus on immediate events and take 

immediate actions against a compromised point within 

the network.  
Another limitation of existing security approaches is 

the centralized execution process. For instance, 

SINBAPT [13] runs on a single host, collecting data 

from various points within the network and analysing 

them as a single centralized process. While centralized 

execution process is feasible in network environments 

in which there is a single centralized server responsible 

for monitoring all network components, it is infeasible 

for large network environments in which multiple guest 

VMs are hosted on different hosts and attack presence 

has to be communicated to other hosts in near real-time. 

 

3. Proposed Approach 

 

3.1 Overall Framework 

 

The basic idea of our proposed approach is to detect in 

real-time any malware and rookit attacks via holistic 

efficient use of all possible information obtained from 

the virtualized infrastructure, e.g., various network and 

user application logs. Our proposed approach is a big 

data problem for the 

following characteristics of the network and user 

application logs collected from a virtualized 

infrastructure: 

• Volume: Depending on the number of guest VMs and 

the size of the network, the amount of the network and 

user application logs to be collected can range from 

approximately 500 MB to 1 GB an hour; 

• Velocity: The network and user application logs are 

collected in real-time, in order to detect the presence of 

malware and rootkit attacks, accordingly the collected 

data containing its behavior needs to be processed as 

soon as possible; 

• Veracity: Due to the “low and slow” approach that 

malware and rootkit take in hiding their presence within 

the guest VMs, data analysis has to rely upon event 

correlation and advanced analytics. 

The design principles, which are integral in the 

development of our BDSA approach to protecting 

virtualized infrastructures, can be elaborated as follows. 
 
Design Principle # 1 - Unsupervised classification: The 

attack detection system should be able to classify 

potential attack presence based on the data collected 

from the virtualized infrastructure over time. 

Design Principle # 2 - Holistic prediction: The attack 

detection system should be able to identify potential 

attacks by correlating events on the data collected from 

multiple sources in the virtualized infrastruc-ture.  
Design Principle # 3 - Real-time: The attack detection 

system should be able to ascertain attack presence as 

immediately as possible so as for the appropriate 

countermeasures to be taken immediately.  
Design Principle # 4 - Efficiency: The attack detection 

system should be able to detect attack presence at a 
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high computational efficiency, i.e., with as little 

performance overhead as possible. 

 Design Principle # 5 - Deployability: The attack 

detection system should be readily deployable in 

production environment with minimal change required 

to common production environments. 

 

Figure 1 illustrates the overall conceptual framework of 

our proposed big data based security analytics (BDSA) 

approach, with the different components highlighted in 

blue. 

Our BDSA approach consists of two main phases, 

namely 

• Extraction of attack features through graph-based 

event correlation and MapReduce parser based 

identification of potential attack paths, and 

• Determination of attack presence via two-step 

machine learning, namely logistic regression and belief 

propagation. 

Prior to the online detection of attacks, there is actually 

a system initialization, in which offline training of the 

logistic regression classifiers is carried out, that is, the 

stored features are loaded from the Cassandra database 

to train the logistic regression classifiers. Specifically, 

wellknown malicious as well as benign port numbers 

are loaded to train a logistic regression classifier to 

determine if the incoming/outgoing connections are 

indicative of an attack presence. Likewise, well-known 

malware and legitimate applications together with their 

associated ports are loaded to train a logistic regression 

classifier to determine if the behavior of an application 

running within the guest VM is indicative of an attack 

presence. These trained logistic regression classifiers 

are ready for online use, upon the extraction of new 

attack features, to determine if the potential attack paths 

are indicative of attack presence. 

In the Extraction of Attack Features phase, first, it 

carriesout Graph-Based Event Correlation. Periodically 

collectedfrom the guest VMs, network and user 

application logs arestored in the HDFS. By assembling 

the information contained in these two logs, 

theCorrelation Graph Assembler (CGA) forms 

correlation graphs. Then, it carries out the Identification 

of Potential Attack Paths. A MapReduce model is used 

to parse the correlation graphs and identify the potential 

attack paths i.e., the most frequently occurring graph 

paths in terms of the guest VMs’ IP addresses. This is 

based on the observation that a compromised guest VM 

tends to generate more traffic flows as it tries to 

establish communication with an attacker.  

 

 

 
Fig. 1: Conceptual framework of the proposed big data 

based security analytics (BDSA) approach 

 

In the Determination of Attack Presence phase, 

two-step machine learning is employed, namely logistic 

regression and belief propagation are used. While the 

former is used to calculate attack’s conditional 

probabilities with respect to individual attributes, the 

latter is used to calculate the belief of an attack 

presence given these conditional attributes. From the 

potential attack paths, the monitored features are sorted 

out and passed into their logistic regression 

classifiers to calculate attack’s conditional probabilities 

with respect to individual attributes. The conditional 

probabilities with respect to individual attributes are 

passed into belief propagation to calculate the belief of 

attack presence. Once attack presence is ascertained, 

the administrator is alarmed of the attack. Furthermore, 

the Cassandra database is updated with the newly 

identified attack features versus the class ascertained 

(i.e., attack or benign), which are then used to retrain 

the logistic regression classifiers. 

 

4. Overall algorithm of BDSA 

 
Our BDSA approach can be formulated in pseudo codes 

as shown in Algorithm 1.  

The execution of the proposed BDSA approach begins 

by loading all well-known malicious as well as benign 

port numbers from the distributed Cassandra database. 

Both of these port types are then used to train a 

classifier using using logistic regression. This allows 

the proposed approach to determine on-the-fly the 

probability of an unknown port being malicious, before 

passing it to the belief propagation framework for final 
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aggregation. A trained logistic classifier is used to 

determine if any of the attributes are malicious or 

benign, before passing their respective probabilities to 

the belief propagation process for final probability 

aggregation. Belief propagation process takes attack’s 

conditional probabilities with respect to individual 

attributes to calculate the belief of attack presence, 

taking into account each conditional probability values 

to ensure that the value obtained is not influenced only 

by any conditional probability alone. 

The Algorithm as follows 

 

 

4.1 Detection of userspace malware and kernel-level 

rootkits 
The ability of the BDSA approach to detect different 

malware attacks is evaluated by executing the two 

userspace malware programs as well as the two kernel-

level rootkits on the guest VMs. The malware and 

rootkits are taken from PacketStorm [25] as shown in 

Table 1. They were selected due to the availability of 

their source code, which enables the severity of their 

attacks to be modified and tested against our BDSA 

approach. 

Detection of userspace malware 

Also known as application-level malware, userspace 

malware runs at the application-level of the guest 

operating system alongside other legitimate 

applications. The ability of our BDSA approach to 

detect userspace malware is evaluated by executing the 

aforementioned userspace malware on the guest VMs. 

In order to run the userspace malware, a test scenario is 

set up, that is, one guest VM acts as an attacker while 

another guest acts as an attack victim. The attacker VM 

is then made to listen to different non-standard port 

numbers using netcat, and then runs the reverse 

shellcode on the victim VM. The same test scenario is 

used for creating a C & C (Command & Control) 

botnet, by running the server component of the botnet 

on the attacker VM and its client component on the 

guest VM. In both of the test scenarios, the user space 

malware is executed as is with only the hard-coded 

destination IP addresses and the port numbers 

modified. Both user space malware programs are 

executed 5 times with up to three guest VMs. In all 

cases, our BDSA approach is able to detect them 

through monitoring the communication flows between 

them as well as the ports which are opened on the guest 

VMs. 

 
 

5.Conclusion 

     In this paper, we have put forward a novel big data 

based security analytics (BDSA) approach to protecting 

virtualized infrastructures in cloud computing against 

advanced attacks. Our BDSA approach constitutes a 

three phase framework for detecting advanced attacks 

in real-time. First, the guest VMs’s network logs as 

well as user application logs are periodically collected 
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from the guest VMs and stored in the HDFS. Then, 

attack features are extracted through correlation graph 

and MapReduce parser. Finally, two-step machine 

learning is utilized to ascertain attack presence. Logistic 

regression is applied to calculate attack’s conditional 

probabilities with respect to individual attributes. 

Furthermore, belief propagation is applied to calculate 

the overall belief of an attack presence. From the 

second phase to the third, the extraction of attack 

features is further strengthened towards the 

determination of attack presence by the two-step 

machine learning. The use of logistic regression enables 

the fast calculation of attack’s conditional probabilities. 

More importantly, logistic regression also enables the 

retraining of the individual logistic regression 

classifiers using the new attack features as they are 

obtained from attack detection.  

The use of belief propagation calculates the 

aggregate belief of an attack presence by taking into 

account the conditional probabilities with respect to 

individual attributes, which thereby achieves a holistic 

view of the guest VM’s behavior. The effectiveness of 

our BDSA approach is evaluated by testing it against 

well-known malware and rookit attacks. 

 In all cases, it has been shown that our BDSA 

approach is able to detect them while maintaining a 

consistent performance overhead with increasing 

number of guest VMs at an average detection time of 

approximately 0.06 ms. Tested against Livewire, our 

BDSA approach incurs less performance overhead in 

attack detection through monitoring the guest VM’s 

behavior. 

Our BDSA approach has taken advantage of the 

distributed processing of HDFS and real-time ability of 

MapReduce model in Spark to address the velocity and 

volume challenges in security analytics. To tackle the 

veracity issue posed in zero-day attacks, our BDSA 

approach addresses this challenge by enforcing the on-

the-fly mechanism for the retraining of logistic 

regression classifiers. 
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