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Cluster computers built from commodity processors are becoming the predominant super 

computer architecture because of their scalable performance and attractive price. Modern 

computing environments require low latency, high bandwidth and full time availability. This trend 

demands crash-safe operation, high level of safety, higher isolation and greater capacity to move 

data between processing nodes as well as between a processor node and I/O devices. To satisfy all 

the above-mentioned needs, various technologies have emerged in the era of cluster computing. In 

this paper, we have investigated various interconnection technologies used in cluster computing 

such as Giganet cLAN, InfiniBand, Myrinet, Gigabit Ethernet. Further a comparative study has 

been performed based on different criteria.  
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I.  INTRODUCTION 

When people speak about piles of PCs, the first thing that comes to mind is a cluttered computer 

room with processors, monitors and snarls of cables all around. Collection of computers has 

become more sophisticated than in the early days [1]. Today clusters have replaced traditional 

super computers. As the need of processing power for solving problems is growing day by day, 

cluster computing is emerging very fast. 

The performance of parallel applications running on the clusters depend s on the implementation 

of the nodes and the LAN or SAN that acts as the communication system [2]. Modern computing 

environments require low latency, high bandwidth and full time availability. This trend demands 

crash-safe operation, high level of safety, higher isolation and greater capacity to move data 

between processing nodes as well as between a processor node and I/O. Clusters need to 

incorporate fast Interconnection technologies in order to support high bandwidth and low latency 

inter-processor communication between cluster nodes. Today, improved network technologies 

help realize the construction of more efficient clusters [3]. 

The rest of the paper is organised as follows: Section II describes Gigabit Ethernet, Section III 

describes the interconnect Giganet cLAN, Section IV and V elaborate the interconnection 
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technologies InfiniBand and Myrinet. In Section VI, comparison of these interconnects in terms 

of bandwidth and latency is shown.  The conclusion is made in Section VII.  

II.  GIGABIT ETHERNET 

Ethernet has been the main component in clustering technology since the very beginning; Gigabit 

Ethernet is still popular because it is “everywhere”. Since its introduction in 2002, 10 Gigabit 

Ethernet (10GbE) over fiber media has proved itself as a high-bandwidth, Low-latency solution. 

Multiple Gigabit Ethernet ports can be found on almost every server motherboard. Also the people 

feel Ethernet technology convenient. It is also inexpensive so that user can consider using it on 

cluster Gigabit Ethernet also has the ability to offer wide functionality, increased performance, and 

at the same time reduced cost [4]. Its use may not fit everyone’s needs. Those who want a simple 

cluster with minimal configuration, this is the best. Also the case of implementing a 10-GbE cluster 

is perhaps what is more attractive [4]. The data-intensive environments demand 10GbE 

performance. We can find it in digital filmmaking, especially in the areas of animation and special 

effects. 

Name Medium Specified distance 

1000BASE-CX Shielded balanced copper 

cable 
25 meters 

1000BASE-KX Copper backplane 1 meter 

1000BASE-SX Multi-mode fiber 220 to 550 meters dependent 

on fiber diameter and 

bandwidth 

1000BASE-LX Multi-mode fiber 550 meters 

1000BASE-LX Single-mode fiber 5 km 

1000BASE-LX10 Single-mode fiber using 

1,310 nm wavelength 
10 km 

1000BASE-EX Single-mode fiber at 1,310 nm 

wavelength 
40 km 

1000BASE-ZX Single-mode fiber at 1,550 nm 

wavelength 
70 km 

1000BASE-BX10 Single-mode fiber, over 

single-strandfiber:1,490 nm 

downstream1,310 nm 

upstream 

10 km 

1000BASE-T Twisted-pair cabling (Cat-5, 

Cat-5e, Cat-6, Cat-7) 
100 meters 
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1000BASE-TX Twisted-pair cabling (Cat-6, 

Cat-7) 
100 meters 

Table1: Gigabit Ethernet Varieties [5], [6]. 

Varieties: Table 1 shows the five physical layer standards for Gigabit Ethernet using optical fiber 

(1000BASE-X), twisted pair cable (1000BASE-T), or shielded balanced copper cable 

(1000BASE-CX).  Ethernet later added 1000BASE-LX10 and -BX10.  

 

III.  GIGANET cLAN 

Giganet is one of the leading interconnects for cluster of commodity computer systems. Giganet 

is a connection-oriented interconnect based on a hardware implementation of Virtual Interface 

Architecture (VIA) and Asynchronous Transfer Mode (ATM) technologies [7]. We cannot 

exchange messages between communication processes. For this purpose, a Virtual Channel (VC) 

has to be established. Each VC is allocated buffer queue, routing tables entries and other resources 

in the network and at the host. Therefore, the size of the cluster is limited by resources that are 

available at the switching element and the host interface [8]. For Giganet, end-to-end flow control 

scheme and circuit–based switching are used. Basically, Giganet cLAN is developed with the aim 

of supporting VIA in hardware & it supports low latency but it only provides a low bandwidth, 

thus making it not a good choice for implementing fast cluster networks [8].  

Total MB in/out Sent — The rate at which megabytes are sent over cLAN Gigabit network 

cards from this machine. 

Received — The rate at which megabytes are received by this machine 

from cLAN Gigabit network cards. 

Frames per 

second 

Sent — The rate at which frames are sent over cLAN Gigabit network cards 

from this machine. 

Received — The rate at which frames are received by this machine from 

cLAN Gigabit network cards. 

Interrupts per 

second 

Async. sent — The rate at which interrupt requests are sent by the cLAN 

network cards (such as those to CPUs). 

Async. received — The rate at which interrupt requests are received by the 

cLAN network cards. 

Table 2: Gigabit cLAN characteristics. 

IV.   INFINIBAND 
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InfiniBand is a powerful architecture, which supports I/O connectivity for the Internet 

infrastructure. It is an open standard, internet protocol with ultra low latency. The first infiniBand 

specification was released in 2000. Unlike shared bus architectures, InfiniBand is a low pin count 

serial architecture that connects devices on the PCB and enables “Bandwidth out of the box”, 

spanning distances up to 17m over ordinary twisted pair copper wires. Over common fiber cable, 

It can span distances of several kilometers or more [9]. 

 

 SDR DDR QDR FDR-10 FDR EDR HDR NDR 

Theoretical effective 

throughput, Gbs, per 

1x 

2 4 8 10 14 25 50  

Speeds for 4x and 12x 

(Gbit/s) 
8,     

24 
16, 

48 
32, 

96 
41.25, 

123.75 
54.54, 

163.64 
100, 

300 
200, 

600 
 

Encoding (bits) 8/10 8/10 8/10 64/66 64/66 64/66   
Latency 

(microseconds) 

5 2.5 1.3 0.7 0.7 0.5   

Year 2001, 

2003 

2005 2007  2011 2014 2017 After 

2020 

Table 3: INFINIBAND Characteristics [10], [11], [12]. 

V.   MYRINET 

Myrinet is a new type of local area network based on the technology used for packets 

communications and switching with in massively parallel processors [14]. Myrinet’s host 

interfaces map the network, select routers, and control packet traffic. Its streamlined software 

allows direct communication between user processes and the network [14]. The basic unit of 

Myrinet network is a 16-port switching chip, which can be used for making topologies of different 

sizes. 

Myrinet provides reliable, connection–less message delivery between points. This is achieved by 

maintaining reliable connection between each pair of hosts in the network and multiplexing the 

traffic between end-points over those reliable paths [15]. The user-level communication protocols 

employed by Myrinet avoid memory copies required to move data between the application and the 

kernel. It directly transfers data between the network interface and application resulting in lower 

communication latencies [16]. 
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Fig 1: Myrinet Network. 

VI.  COMPARISON OF INTERCONNECTION TECHNOLOGIES 

 

Fig. 2: Bandwidth of four interconnects in Mbps. 
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Fig. 3: Latency of four interconnects in microseconds. 

 

The base performance of the four interconnects in terms of bandwidth and latency are shown in 

Figures 2 and 3, respectively. 

 

VII. CONCLUSION 

Clusters provide an excellent platform for solving a range of parallel and distributed applications 

in both scientific and commercial areas. Designing fast and low latency network is important for 

any cluster. A lot of work being done in this is in both hardware (InfiniBand, Myrinet) and software 

(VIA) [17]. Here in this paper we have discussed the four major interconnection technologies 

available for designing cluster systems. From the figures, we find that Gigabit Ethernet has 

maximum bandwidth and Myrinet has minimum. Also latency of Gigabit Ethernet is maximum 

and that of InfiniBand is minimum. These interconnect solutions differ from one another with 

respect to their architecture, programmability, scalability and performance. This also shows that 

Gigabit Ethernet is only suitable for compute intensive applications. 
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