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ABSTRACT: Digital multipliers can be included among the highly significant arithmetic functional units. High speed and low power consumption is one of the significant objectives of design in integrated circuits. As multipliers are widely utilized in circuits, the multipliers must be efficiently designed. Here, a design of multiplier with aging aware is existed with adaptive hold logic (AHL). Complex numbers multiplication is a arithmetic operation to be performed with less power consumption and high speed in systems which having high performance such as wireless communications. Hence, in this paper, two possible architectures are proposed. The architecture of proposed multiplier with minimum path delay is used in the implementation of complex multiplier. The architectures for the three multiplier solution and four multiplier solution of complex multiplier for complex numbers multiplication are coded and implemented through Xilinx ISE.
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## I.INTRODUCTION

Multipliers are a fundamental component of a processor since multiplying operation is necessarily performed more than once in every logical computing process. The quick and low power multipliers are used in minor size wireless sensor systems and numerous other DSP (Digital Signal Processing) applications [5]. Distinctive computer arithmetic techniques can be utilized to execute any digital multiplier. Among these most techniques include processing a partial products, and afterward adding up the partial products
together. Most of the minicomputers didn't have instructions for multiplication purpose be that as it may, Mainframe computers did have instructions for multiplication [9], and however they did a few sorts of shifting and adding operations as a "multiply routine". Microprocessors likewise had no multiplication instruction [4]. At that point the Motorola 6809, presented in 1978, was among first microprocessors with a separate part of hardware for multiply instructions.

Multipliers are essential to implement the computationally intensive digital signal processing units such as discrete Fourier transform (DFT) and multiply accumulate (MAC). The speed of the processor is majorly determined by the processing speed of multipliers [1] [2]. Hence, parallel and reconfigurable Field Programmable Gate Array (FPGA) based hardware architectures are needed to be designed. Moreover, due to the complex nature of wireless channel, complex multiplication process recently has received a significant importance in the area of broad band wireless communication techniques. In this context, a large number of complex multipliers are essential to implement the hardware modules [3]. Tiwari et al. has shown that the multiplier is faster than the array multiplier. However, complex
multiplication process has not been addressed in this work.

High speed ASIC design of a complex multiplier is implemented using the four real multipliers solution. However, FPGA implementation of a complex multiplier has not been discussed. Further, path delay analysis of proposed multiplier architectures [6], which will enable to choose an architecture with minimum delay is lacking in the literature.

Hence, in this paper, we presented two possible architectures of a multiplier. Based on the path delay analysis of the two architectures, an expression for path delay of an $\mathrm{N} \times \mathrm{N}$ multiplier with path delay architecture which is minimum is developed. Next, we implemented a complex multiplier using three and four multipliers solutions [8].

## II. EXISTED SYSTEM

## A. $4 \times 4$ normal Array Multiplier: Low

 power consumption is also suggested in a row-by-pass multiplier to decrease the power corresponding to the AOS activity as shown in Figure 2. The process of the row multiplier to go through at low power is similar to the multiplier to the low power column, but the multiplexer selector and the tristate gate uses multiplication.

Fig. 1: $4 \times 4$ normal AM.

## B. Row- by passing multiplier: Every

 source is linked to FA over a tristate gate. Assuming inputs as 11112 * 10012, both entries in the 1 st and $2^{\text {nd }}$ row has been 0 for FA. Since b1 seen as 0 , multiplexers of the 1st line as aib0 bit of selected addition and bit 0 as selected transport. Voices are diverted to FA in the second row, and close off the saddle paths in the FA. Therefore, no switching activity takes place in a row FA; In return, energy intake is decreased. Similarly, since b2 has been 0 , In this manner, no exchanging movement happens in 2nd row FA.

Fig. 2: Row bypassing multiplier
Be that as it may, FAs must be dynamic in the third line in light of the fact that b3 as multiplexer zero selector to settle on the yield of the FA and AI can likewise be utilized as a tristate gate selector to clear FA i/p way.

## C. Column-by passing multiplier: A

 Column multiplier is a change in the typical multiplier deduction over AM .AM is a quick in calculation as appeared in Fig 1. The framework multiplier made out of ( $\mathrm{n}-1$ ) lines of (CSA), in which each line contains adder (n-1) (FA) blocks. Every FA CSA grid has two yields: 1) theaggregate of bits drops and 2) the convey bit towards the lower left bay of the FA. The final line is a ripple aggregate for carry producing. FAS in AM are constantly dynamic paying little respect to the contributions, a low-power design is the column bypass multiplier where FA operations are deactivated if the corresponding multiplying bit is 0 . Fig. 3 shows a $4 \times 4$ columns by pass multiplier. Assuming that the sources are 10102 * 11112, it can be seen by the FA that in the 1 st and 3rd diagonals, 2 of the 3 input bits are 0 : the convey bits of upper FA and the partisan multiplication AIBI.


Fig. 3: Column- Bypassing Multiplier
The existed architecture is of aging-aware reliable multiplier. It sums up the whole architecture and the functions of each component.

## III. EXISTED ARCHITECTURE

The aging aware multiplier design, consists of two m--bit source $\mathrm{i} / \mathrm{p}$ (m has non- negative value), one with 2 m -- bit yield, one column- or row-bypass multiplier, 2 m with one-bit Razor flip-flop and AHL as illustrated in Fig 4.

When patterns of the input arrive, the execution of column bypassing multiplier and the AHL circuit is performed
simultaneously. Depends on the number of 0 's in the md , the AHL circuit decides that 1 or 2 cycles are required for the input patterns. If the input pattern need two cycles for completion, AHL will output 0 for disabling the flip-flops clock signal. Otherwise, AHL will 1 as output for the normal operations. When the row bypassing multiplier or column bypassing multiplier operation is performed, the result will be provided to the Razor flipflop.

If timing infraction occurs, it means the cycle period is not long enough for the present operation for completion and that the execution result of the multiplier is in correct. Thus, the Razor flip-flops will produce output an error for informing the system that the current operation needs to be re-executed by utilizing two cycles to ensure the operation is correct. In this condition, the extra cycles of re-execution which are generated by timing infraction incurs to overall average latency. However, AHL circuit can efficiently predict whether the patterns of input need one or two cycles in most of the cases. Only a few patterns of input may leads a timing variation when the AHL circuit incorrectly judges.


Fig. 4: Existed Architecture

## IV. PROPOSED SYSTEM

A. $2 \times 2$ bit proposed Multiplier: The $2 \times$ 2 bit proposed multiplier can be implemented by utilizing two half adders and four two input AND gates as shown Fig.5. The c2 s2 s1 s0 are the product bits.


Fig. 5 : Block diagram of $2 \times 2$ bit proposed Multiplier
B. $4 \times 4$ bit proposed Multiplier: Consider two 4 bit binary numbers 'a3, a2, a1, a0' and 'b3, b2, b1, b0'. Divide the multiplicand into two parts each contains two bits as a3 a2 and a1 a0. similarly, divide the multiplier into two parts as b3 b 2 and b1 b0. Taking two bits at a time and utilizing $2 \times 2$ bit proposed multiplier, two possible architectures for $4 \times 4$ bit proposed multiplier utilizing four $2 \times 2$ bit proposed multipliers are shown in Figs. 5
and 6 respectively. The final product is s 7 s 6 s 5 s 4 s 3 s 2 s 1 s 0 . The architecture 1 shown in Fig. 6 uses 8 bit adders whereas the architecture 2 shown in Fig. 7 uses 4 bit ripple carry adders.


Fig. 6 Architecture 1 of $4 x 4$ bit proposed Multiplier


Fig. 7 Architecture 2 of $4 x 4$ bit proposed
Multiplier
V. RESULTS


Fig 8. RTL Schematic


Fig 9. Technology Schematic


Fig 10. Output Waveform

## VI. CONCLUSION

This paper has presented a design of high efficient proposed multiplier. The path delay analysis of two possible architectures of the proposed multiplier is performed and obtained an expression for path delay of N bit proposed multiplier with minimum delay architecture. Further,
the architectures of four real multipliers solution and three real multipliers solution are presented for proposed complex multiplier. The two solutions of complex multiplier are implemented using VHDL. From the implementation results, it is observed that the proposed complex multiplier is more efficient taking less path delay and less power consumption.
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