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Abstract— Automated text classification is a supervised learning task which uses labeled training set of 

documents to assign a category label to a new document based on a model generated by a classifier. The training 

set and test set documents needs to  be preprocessed to reduce the influence of non-content words on the model 

derived from the training set. In this paper it is attempted to address the influence of non-content words on the 

classifier performance. After preprocessing the documents are represented in a machine understandable format 

i.e. vector space model. The terms in the document are weighted using various measures such as Term 

Frequency-Inverse Document Frequency (TF-IDF ), Residual IDF (RIDF), xI metric, Odds Ratio (OR(t)), 

Information Gain (IG(t)) Chi-squared (χ2 (t, c)) and Mutual Information (MI(t)). It is also addressed the influence 

of different term weighting measures on text classification in news documents. The classification model can be 

generated using the vector space representation of training documents set with various classifiers. In this paper an 

attempt is made for classification model generation using the classifiers such as Naive Bayes classifier (NB), K-

Nearest Neighbor (KNN) and Support Vector Machine (SVM). The performance of the models generated using 

these classifiers are measured with precision, recall, F1 and macro F1 measures with various possible 

combinations of term weighting measures and with functional words. 

 
Keywords— Term Weighting Methods, Text Classification, Support Vector Machine, Naive Bayes, k Nearest 

Neighbor. 

 

 

 
1. INTRODUCTION 

 Automatic text classification (ATC) is a categorization task for labeling unlabeled documents with one of 

the predefined categories. ATC is a supervised machine learning technique in which the labeling to a test 

document can be given based on the model by learning the characteristics of each category which is specific to it. 

Information Retrieval (IR) and Machine Learning (ML) techniques are used to identify the keywords to represent 

each category specific to it. Machine learning techniques are used to design a model from which classification can 

be done automatically, where as Information Retrieval is used to represent the text document in a way such that it 

can be processed by machine learning techniques. The task of automated text classification gained a great 

importance in both research community and developer community since a decade as the characteristics of the text 

data available takes many dimensions in terms of number of words, type of words, nature of the text and language 

in which the text is available[1,7]. 

 Manually classifying a large set of documents with unknown labels into predefined categories is 

extremely difficult task, time consuming, error prone, expensive hence not feasible. Automated text classification 

is a best solution for organizations where there exists a huge collection unlabeled data. Automated text  

categorization has reached its maturity levels with the use of full fledged techniques developed in IR and ML 

research. But the techniques developed in IR and ML has reached to its heights on specific languages. Hence 

there is a need of study on the techniques and their applicability on the language specific to the Indian context. 

 There are enormous applications of Text Classification in the field of science and technology. Some of 

them are document indexing, spam filtering, hierarchical categorization of web resources, document genre 

identification, automated grading of essay and categorizing news paper content into editorial, sports, politics and 

categorization of news paper advertisements. It is also useful in financial management, sports labeling, 

entertainment and medical sciences [4]. 
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This paper deals with the comparative study of various classification techniques which are adopted from the fields 

of text mining, machine learning and information retrieval i.e. Naive Bayes classification based on Bayes theorem, 

K- Nearest Neighbor approach and  Support vector machine technique comes under supervised learning 

techniques. In supervised learning techniques, classification models are generated using training documents which 

are having predefined labels [5]. Naive Bayes method calculates the probability of assigning a document to a 

specific category. The document can be  assigned to a class with the maximum probability value. K- Nearest 

neighbor method calculates the distance between the test document and training documents belongs to each class. 

There are various measures to measure the distance. The test document is assigned to a predefined category to 

which it is having minimum distance. 

This paper deals with classification methods starts with the preprocessed documents and then significant  

terms are obtained from the training documents after preprocessing. The significance of a term specific to a 

document, to a category and to a corpus is measured using various term weighting measures. These weighted 

terms are used to train the classifier. After training phase is completed it results to a generation of set rules known 

as classification model to predict the category label of unknown label documents. The effect of term weighting 

measures, the effect of functional words in deriving the classification rules and the efficiency of classifiers are 

measured using precision, recall and F1 measures for a set of test documents. 

Extensive research works for text classification have been not yet conducted on Telugu text documents 

since Telugu language is highly rich in its morphology and requires special treatments such as ordering verbs, 

morphological analysis, etc. In Telugu morphology, words have affluent meanings and contain a great deal of 

grammatical and lexical information. Telugu text documents are required significant processing to build accurate 

classification model. In this work, single label binary categorization on labeled training data is carried out on 

Telugu language text using various term weighting approaches. As in [6,16] the experiments have been conducted 

on Telugu text using different term weighting schemes such as Term frequency, TF-IDF, TF-RF, TF- CHI-

SQUARED with an assumption that the term frequency is a good factor for discriminating the categories among 

each other, but in this paper by keeping view of document length as a primary concern and the term frequency in 

not an influencing factor for term weighing. Hence other term weighting schemes are applied on Telugu text 

documents for text classification. 

This paper is organized into five different  sections. Chapter 1 gives us the introduction and brief 

explanation about classification. Chapter 2 deals with the explanation of classification model, preprocessing, term 

weighting approaches and various classifiers. We discuss language characteristics in Chapter 3. All experimental 

results obtained are tabulated, compared and evaluated in Chapter 4. In Chapter 5, we conclude our paper with a 

brief overview of future work.    

 

2. TEXT CLASSIFICATION PROBLEM 

 
Classification is the task of categorization of data to utilize for various applications. It is a supervised 

technique in which classification of unknown documents can be done by deriving a set of rules from  training 

samples whose class labels are known in advance. It is a technique of data mining. Let (dj, ci) € D >> C, where D 

is a set of documents and C= {c1, c2....c|C|} are set of predefined categories. The task of Text Classification is to 

assign a Boolean value to each pair in D [9]. 

The of task of classification is to construct a model to predict labels for test documents which are 

represented in vector space format. The feature vectors are formed for each document in the corpus by measuring 

each term with a weight. The weight given to a term represents the importance of a term in a document or in a 

category. Classification can be divided into three phases. They are 1) feature vector generation with appropriate 

weights to each term 2) classifier training with training set feature vectors and 3) Derive a set of classification 

rules from classifier to predict class label. 

 

In the first phase, the text documents are represented in the form feature vectors. The feature vectors are 

machine understandable way of representation of documents to process by the machine. The document is mapped 

into a feature space and each feature is measured with a weight in feature space. To reduce the influence of the 

functional words on the feature vector space, the documents are preprocessed as shown in Figure 1. The 

preprocessing phase consists of various steps such as tokenization, stop word removal and stemming. After 

document preprocessing, each feature in the document are represented with a particular weight such that the most 
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important features are more emphasized and less important features are either removed or their importance in the 

document is reduced with low weights. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The second phase is used to train the classifier with the feature vectors of the training samples with their 

labels. As an output of the classification from the classifier produces a model with a set of classification rules. 

The model created from the classifier differs from each classifier. The accuracy of the generated model can be 

measured using test documents whose class labels are known in advance. The machine generated class labels for 

test documents are compared with the predefined class labels to estimate the accuracy of the classifier. 

 

In the third phase, after improving the accuracy of the classifier to a satisfactory level, it can be used to 

predict the labels of unknown documents whose labels are not known in advance. In this phase an unlabeled 

document are taken as input to the model and produces a label of the inputted document as an output. The various 

steps in the preprocessing phase are as follows: 

 

 

 

A. TOKENIZATION 

 
Articles in the news papers follows their own font style. To achieve the uniformity, the documents are 

converted into Unicode format. The Unicode formatted documents are divided into a set of terms called tokens. 

The symbols such as punctuations, question marks, exclamatory marks and other symbols which are not useful for 

classification are removed from the token list of each document. The term may be a word, a set of words, 

combination of syllables in the words with various lengths 

[17] termed as n-grams. This process is called Tokenization. 

 
A. STOP WORD REMOVAL 

A stop word list is a list of commonly repeated features which occur in most of the documents. The common 

features such as pronouns, conjunctions and prepositions need to be removed because these stop words does not 

help to decide the category of the document. For the same reason, if the feature is a special character or a number 

then that feature should be removed. Stop words are removed from all the documents in order to reduce the 

dimensionality of the training set so that curse of  dimensionality problem can be addressed. It also reduces the 

time to produce the classification model. Stop word list is identified using Natural Language tool kit  (NLTK) 

called Telugu tagger. The Telugu tagger is trained on a  tagger named as telugu.pos from the Indian corpus that 

comes with NLTK.  
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C. STEMMING 

Stemming is a process of transforming the terms into their root form or basic form. This process helps 

in improving  into their root form or basic form. This process helps in improving the performance of the system 

by mapping all variants of same word into a single word. The term frequency of the stemmed word becomes the 

cumulative frequency of all the words belongs to the same basic form. This process reduces the space and time 

complexity of the system. By using the tool Telugu morphological analyzer (TMA) stem forms of the inflected 

words are identified.  
D. VECTOR SPACE MODEL 

Vector space model [2] is used to represent the document in computer understandable form.In this 

model each document is represented as a vector in a vector space. Each dimension in the vector is the weight of 

each feature. In this paper, it is attempted to address the influence of term weight on classification. Each 

document can be represented  as  a  vector  of  the  form  d   =(t1,   w1;t2, w2;.... ;tn,wn), where ti is a term, wi is the 

weight of the term ti in the document d. A term may be a word, a phrase or n- grams. The most appropriate term 

weighting scheme gives larger weight to most useful terms for classification and less weight for the other terms. 

There is different term weighting methods proposed in the text classification which are studied for Telugu text 

classification in this paper. In this paper, we considered the seven term weighting approaches which are proved to 

be prominent in the text classification for Telugu news articles with short length. The various term weighting 

schemes are as follows: 

 
1) Term Frequency-Inverse Document Frequency (TF- IDF ) 

Term frequency (TF) is the number of times a term appears within a document. Inverse Document 

Frequency (IDF) is the frequency of a term that occur in other documents. TF-IDF gives larger value to a term 

which occurs few times in other documents within the corpus and that occur many times within a document. TF 

is a good statistic measure to identify the importance of a word. If TF of a word is more then it could be 

important. This is the most common term weighting method as in [15] and it is used in information retrieval. The 

idea behind TF- IDF is to find the terms that occur most often within the document (TF) and occur rarely in other 

documents (IDF ): 

 

 

 

 
Where tf(t,  d) is the term  frequency of word  t  in 

the document d, |d| is the number of words in the  document,  df(t) is the number  of  documents with  at least  one 

occurrence of t and N is the number of documents in the corpus. 

 

2) Residual IDF (RIDF) 

Residual IDF as in [9] is based on the idea of comparing the word‟s observed IDF with the predicted IDF 

(PIDF). Predicted IDF is calculated using the term frequency by assuming a random distribution of the term in the 

documents. The higher the difference between IDF and PIDF means the word is more informative. 

 

 

 

 

Where ctf(t) is the collection term frequency. This approach gives highest weight to the words with medium 

frequency. 

 

3) xI metric 
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xI metric is introduced by Book stein and  Swanson [11]. Where Nt is the total number of occurrences of t, and df (t) 

is the number of documents where t exists. 

4) Odds Ratio (OR (t)) 

Odds Ratio (OR (t)) is for relevance ranking in information retrieval [12]. It is calculated by taking the 

ratio of positive samples and negative samples [12]: 

 

 

 

where Nt,c denotes the number of 

times term t occurs in category c, Nt,¬c is the number of times t occurs in other categories than c, N¬t, c is the number 

of times c occurs without term t, N¬t,¬c is the number of times neither c nor t occurs. 

 
5) Information Gain (IG (t)) 

 

Information Gain (IG(t)) measures the entropy of a feature with its presence and its absence. This is the 

difference in observed entropy H(C) and the expected entropy ET(H(C|T)) [13]: 

 

 

 

where ¬t indicates the absence of t, m is the number of categories, ci is the ith category. 

6) Chi-squared (χ2 (t,c)) 
 

Chi-squared (χ2 (t, c)) is a statistical test. In feature weighting it is used to assess the dependency of the 

feature category or feature and feature pairs [15]: 

 

 

 

 

where A = Nt,c , B = Nt,¬c , C = N¬t,c , and D = N¬t,¬c . If the χ2 score is large then the feature is important for the 

category. 

 

7) Mutual Information (MI(t,c)) 
 

Mutual Information (MI(t,c)) is to score each feature and category pair or feature and feature pair to 

measure feature contributes to the pair: 

 

 

 

 

E. CLASSIFIERS 

Classifiers are used to generate a model from the training set vector space. The derived models varies 
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based on the selected  classification approach. There are many classification methods are developed in the machine 

learning such as Bayesian classification model (NB), K-nearest neighbor classification (KNN), decision trees 

induction (DT), Support vector machines (SVM), back propagation (BP) and Neural Networks (NN). Support Vector  

Machines (SVM) has the ability to efficiently handle relatively high dimensional and large-scale data sets without 

decreasing classification accuracy. K-nearest neighbor (kNN) approach is based on the k training documents which 

are closest to the test document. It is very simple and effective but not efficient in the case of high dimensional and 

large-scale data sets. The Naive Bayes (NB) method assumes that the terms in a document are independent to each 

other which is not the case in the real world scenario. In this paper, considered the classifiers such as NB, KNN and 

SVM for classification of Telugu text classification. The brief descriptions about these approaches are given below: 

 

1) Naive Bayes Algorithm 

Naive Bayes classifier is one of the simplest probabilistic Bayesian categorization approach. The assumption in NB 

classifier is that the effect of an attribute value on a given category is independent of the values of other attributes  

known as conditional independence. It is used to simplify complex computations [14]. The Naive Bayes classifier is 

based on the Naïve bayes assumption. From Bayes rule, the posterior probability is calculated as  

 

 

 

 

 

where x is a feature vector space of a document and x =(x 1 ,...,x n ) and c is category. The parameter P(c) 

is estimated as 

 

 

 

 

 

The categorization results are not affected because parameter p(x) is independent of categories. Assuming 

that the components of feature vectors are statistically independent of each other. P(x | c) can be 

calculated as  

 

 

 

 

 

 

The Naive Bayes classifier predicts the category C max with the largest posterior probability [11]: 

 

 

 

 

 

 

2) KNN Algorithm 

The k-Nearest Neighbor (k-NN) categorization is the simplest among all the supervised machine learning 

techniques but widely used method for classification and retrieval. It is an instance based learning and 

often called lazy learning algorithm. A k-Nearest Neighbor classifier (kNN ) is used to find the k nearest 

training vectors for the given test vector and use these categories from those k vectors as the category 

labels for the test vector. The distance between the test vector and the training vector can be calculated in 
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many ways such as number of matching features, a cosine similarity between the feature vectors and 

Euclidean distance between the feature vectors. The label can be selected from the closest k neighbors. 

Other possibility is the assigning the label that occurs most frequently among the k neighbors or use all of 

the labels among the neighbors in the ranking order as in [8].  

 

In this paper, the Euclidean distance is used as a measure to find the distance between two vectors.  

Nearest Neighbor algorithm is a particular instance of k-NN where k=1. The formula is defined as follows 

as in [9]. 

 

 

 

 

 

 

3) Support Vector Machines (SVM) 

Support Vector Machine classifier (SVM) [10] takes the training vectors and aims to find a hyper plane 

that separates positive and negative samples into different sides of the hyper plane. Usually it is 

impossible to separate the samples directly using the given data in the given dimensions. For this reason, 

it is often a good idea to map the original space into a higher-dimensional space where the separation is 

easier to accomplish [11]. SVM classifiers use a kernel function that maps the features into higher 

dimensions and creates the hyper plane; this is the model created by the simple SVM classifier. 

 

3. TELUGU LANGUAGE CHARACTERISTICS 

  

 There are more than 150 different languages spoken in India today. Many of the languages 

have not yet been studied in any great detail in terms of Text Categorization. 22 major languages have 

been given constitutional recognition by the government of India. Modern Indian languages are 

characterized by a rich system of inflectional morphology and a productive system of derivation. This 

means that the number of surface words will be very large and so will be the raw feature space, leading to 

data sparsity. Dravidian morphology is in particular more complex. Dravidian languages such as Telugu 

and Kannada are morphologically among the most complex languages in the world, comparable only to 

languages like Finnish and Turkish. The main reason for richness in morphology of Telugu (and other 

Dravidian languages) is, a significant part of grammar that is handled by syntax in English (and other 

similar languages) is handled within morphology. Phrases including several words in English would be 

mapped on to a single word in Telugu. Hence there is a necessity to study the influence of term weighting 

methods on different classification approaches on Indian context. 

 

1) Test collections 

 

The dataset was gathered from Telugu News Papers such as Eenadu, Andhra Prabha and Sakshi from the 

web during the year 2009 – 2010. The corpus is collected from the website http://uni.medhas.org/ in 

Unicode format. We obtained around 800 news articles from the domains of economics, politics, science, 

sports, culture and health. Before proceeding, we conduct some preprocessing like tokenization, removing 

stopping words and stemming. Considered 70% of the documents as training samples, remaining 30% of  

the documents as testing samples for all six categories. We conducted the experiments using TF- IDF, 

RIDF, XI METRIC, ODDS RATIO, INFORMATION GAIN, CHI-SQUARED and MUTUAL 

INFORMATION in combination with Naive Bayes, KNN and SVM classifiers. After the experiment, we 

compare result of different weighting methods with three classifiers without preprocessing the documents 

and after preprocessing the documents. 

 

2) Evaluation Methods 
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In order to compare the results of all possible combinations of term weighting methods with classifiers 

before and after preprocessing computed the precision, recall, F1 measure and macro-averaged F1 

measure . Precision is the number of correct categories out of all the predicted categories and recall is the 

number of correct categories out of all the categories of the document, where F1 is the standard measure 

for test accuracy used in several research articles in this area [14, 15] and is computed based on the 

following equation: 

 

 

 

 

 

 

 

 

 

where X is documents retrieved relevant, Y is documents retrieved irrelevant and Z is documents not 

retrieved but relevant. Macro-averaged F-Measure is computed locally over each category first and then 

the average over all categories is taken. Macro-averaged F- measure is obtained by taking the average of 

F-measure values for each category as: 

 

 

 

 

 

where M is total number of categories. Macro-averaged F-measure gives equal weight to each category, 

regardless of its frequency. 

 

We have used the linear SVM for SVM classification [6] and for KNN classifier, k value as 1. In KNN 

algorithm, we have used the Euclidian distance measure as a similarity measure to find the distance 

between training document and text document. The corpus detains are shown in Table: 1 and the  

experimental results are shown in Table: 2, 3, 4, 5, 6 and 7 for F1 and Macro averaged F1 results of NB  

Classifier for six categories, F1 and Macro averaged F1 results of KNN Classifier for six categories,F1 

and Macro averaged F1 results of SVM Classifier for six categories respectively. 
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Table 5: F1 and Macro averaged F1 results of KNN Classifier for six categories after preprocessing 
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Table 6: F1 and Macro averaged F1 results of SVM Classifier for six categories before preprocessing 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 7: F1 and Macro averaged F1 results of SVM Classifier for six categories after preprocessing 

 

V. RESULTS AND DISCUSSIONS 

 

 

We compared the performance of the term weighting approaches such as chi-squared, Mutual 

Information, Information Gain, Odds Ratio, Residual IDF, TF-IDF, and RIDF. From Table 2 to Table 7 

shows the results of the evaluation. The results of Mutual Information are comparable with the results of 

Information Gain. When the size of the document is short then the impact of term weighting is also very 

less as there only less features for classifier to generate a model. This is reason the there is only small 

increments in the F1 measure from SVM classifier to other classifiers such as Naive Bayes classifier and 

K-Nearest Neighbor classifier. If the documents contain more number of features then the impact of the 

classifier is more visible from the text classification.  

 

From the results, it can be observed that the SVM classifier is the best performer when compared with 

Naive Bayes classifier and K-nearest neighbor classifier in both the cases such as before preprocessing 

and after preprocessing for most of the data sets. The performance is measured using F1 score and F- 

macro  average score. ODDS RATIO is performing better compared with other weighing measures with 

the combination of Support vector machine. Best macro averaged-F is achieved by using the ODDS 

RATIO scheme. Mutual information and chi- squared are also performing well when compared with other 

term weighting measures. It is observed that the positive samples and negative samples place a vital role 

in discrimination when compared with term frequency and inverse document frequency. The TF_IDF, 

RIDF weighting schemes and x I metric are low performers when compared with the remaining schemes 

in most of the categories in all classifiers. It shows that TF, IDF and DF are not much influencing factors  

for text classification.  

 

Moreover for the Telugu data sets, the SVM classifiers have higher macro-averaged F1 than NB, KNN 

respectively for both te cases of before preprocessing and after preprocessing. Another notable result that 
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was also reported is that all classifiers vary among categories. The "Culture" category has a neat 

classification with F1 of 79.7%, while the “Economics” category has a noticeably poor F1 measure of 

75.3% for SVM before preprocessing. The "Sport" category has a neat classification with F1 of 88.4%, 

while the “science” category has a noticeably poor F1 measure of 83.8% for SVM after preprocessing. 

These  poor results indicate that the "Science" category is highly overlapped with other categories.  

 

V. CONCLUSIONS AND FUTURE SCOPE 

 

The text classification can be performed in three steps:1) Preprocessing and then the features are weighted  

with various features to build the feature vectors space. 2) The classifier to generate model for test set 

classification. This step produces set of classification rules. 3) The test documents, which do not have a 

label, are classified using the trained classifier. These experiments were made by dividing the data into 

training set and the test set. The macro average F1 of seven term weighting measures were obtained  

against six Telugu category sets indicated that the SVM algorithms dominant NB and KNN algorithms. 

Finally, SVM and KNN classifiers perform excellent in most of the categories. ODDS RATIO scheme 

shown good performance compared with other six variants of term weighting schemes. The TF_IDF, 

RIDF and XI metrics do not improve the term‟s discriminating power for text categorization. With this 

empirical analysis we are planning to use ODDS RATIO as the term weighing scheme for further 

research on Telugu Text categorization. Also, planning to propose a hybrid approach, a combination of 

text summarization with text classification to increase the accuracy of the text classification process on 

Telugu documents. 
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