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Abstract: Healthcare organizations often benefit from information technologies as well as embedded decision 

support systems, which improve the quality of services and help preventing complications and adverse events. 

Owing to the great advantages various organizations are using data mining technology is a vital part for everyone. 

We propose a model for predicting the patient length of stay (LOS) in ED using data mining techniques. The used 

data was collected from the pediatric emergency department (PED) in Lille regional hospital centre. Therefore it 

gets important to find innovative methods to improve patient flow and prevent overcrowding. We identified two 

models based on linear regression. These models are validated and were successfully applied to the classification 

and prediction of the LOS in the pediatric emergency department (PED) at Lille regional hospital centre, France. it 

is shown how the health care industry is solving their problems through data mining techniques. Various learning 

methods in data mining, data mining tasks, importance of data mining in health care industry, forecasts and issues in 

health care industry are discussed. It focus on developing and applying machine learning and data mining tools to an 

array of different challenging problems from clinical genomic analysis, through designing clinical decision support 

systems.  

Index Terms:  Data Mining, Health care, Clustering, Classification, Extraction, Predictions, Emergency 

department, healthcare modeling, Machine Learning, prediction, length of stay. 

 

1. INTRODUCTION  

Today, Health organizations are capable of 

generating and collecting a large amount of data. This 

increase in data volume automatically requires the 

data to be retrieved when needed. With the use of 

data mining techniques is possible to extract the 

knowledge and determine interesting and useful 

patterns [1]. The objective is to propose a Decision 

Support System (DSS) based on a data mining 

approaches, in order to support operational and 

tactical decisions [2]. According to the patient 

symptoms the patient is categorized into three levels 

of triage process. In this, critical patients are given 

first importance and non-critical patients are given a 

waiting time according to their symptoms to get 

treated by doctors [3]. The aim of this study is to see 

how can we use data mining techniques and 

particularly classification methods to develop models 

for prediction of patients’ length of stay (LOS) at the 

emergency department [4]. This paper aims to 

provide an overview of the data mining starting from 

its definition, to the application, how this technique 

works together with a summary some of the recent 

work in the healthcare sector [5]. Knowledge driven 

approaches operate on knowledge repositories that 

include scientific literature, published clinical trial 

results, medical journals, textbooks, as well as 

clinical practice guidelines [6]. There are two general 

categories of algorithms: unsupervised and 

supervised. Unsupervised machine learning 

algorithms are typically used to group large amounts 

of data [7]. Unsupervised algorithms can be used to 

generate hypotheses, and thus  often precede use of a 

supervised algorithm. Supervised machine-learning 

algorithms start out with a hypothesis and categories 

that are set out in advance [8].  

 
Figure 1: Modelling environment. 

2. RELATED WORK  

Data mining allows finding models and patterns from 

the available data. Data mining is a discipline at the 

interface of statistics and information technologies: 
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databases, artificial intelligence and machine learning 

[9]. In contrast for supervised learning a model is 

built prior to the analysis. We then apply the 

algorithm to the data in order to estimate the 

parameters of the model. The objective of building 

models using supervised learning is to predict an 

outcome or category of interest [10]. The model uses 

regression which is actually a time series regression 

and exponential smoothing where time series 

regression performs better than linear regression [11]. 

Used artificial neural network ensembles to predict 

the disposition and length of stay in children 

presenting to the Emergency Department with 

bronchiolitis The results show that the neural network 

ensembles correctly predicted disposition in 81% of 

test cases [12]. This algorithm is compared with 

various classification algorithms such as Neural 

Network, Logistic Regression, Random Forest and 

Decision Tree, SVM, were used to compare the 

proposed algorithm. Different parameters such as 

Precision, Accuracy, Recall and Area under the 

Curve (AUC) were to measure the performance of 

the proposed algorithm [13]. One study conducted to 

determine the factors affecting LOS in public 

hospitals in Loretta Province, Iran demonstrated that, 

first, an increase in age would lead to an increase in 

average LOS and, second, the average LOS of men is 

longer than that of women [14]..  

3. SYSTEM ARCHITECTURE 

The pediatric emergency department (PED) is open 

internal capacity, the PED shares many resources, 

such as administrative patient registration and clinical 

laboratories, with other hospital departments. In this 

study the data mining based approach is presented 

and applied to predict the patient’s length of stay at 

the PED [15]. It uses a combination of mathematical 

and computational techniques to aid description and 

classification, and to extract knowledge of data set 

[16]. They are reliable and have better accuracy in 

clinical decision-making decision trees are the most 

current decision tree algorithms. The next algorithm 

is the decision tree which is specifically recursive 

partitioning. The algorithm splits the data at each 

node based on the variable that separates the data 

unless an optimal model is not obtained [17]. 

 
Figure 2: General architecture of the proposed 

approach 

4. METHODOLOGY  

The proposed methodological framework is based on 

predictive modeling to approximate the LOS of a 

new patient at the ED. The goal is to enable 

prediction with a very useful model, easily 

understandable and usable by the hospital staff [18]. 

There is a wealth of knowledge to be gained from 

computerized health records. Yet the overwhelming 

bulk of data stored in these databases makes it 

extremely difficult, if not impossible, for humans to 

sift through it and discover knowledge [19]. To 

obtain reliable results, the extracted knowledge 

should be evaluated by a comparison of results 

obtained with various supervised classification 

methods and using several measures. 
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Figure 3: Proposed methodology 

A. Classification Algorithm 

Although many interesting real world domains 

demand for regression tools, machine learning 

researchers have traditionally concentrated their 

efforts on classification problems. Classification 

algorithms only deal with nominal variable and 

cannot handle ones measured on a numeric scale. To 

use them numeric attributes must first be 

“discretized” into smaller number of distinct ranges 

[20]. We decide to take into account the intuitive 

staff’s experience in order to estimate the intervals 

more realistic than the values obtained by Weak tools 

for dies cartelization. 

1. Logistic Model Tree (LMT)  

2. Multi-class alternating decision tree using the 

Logit Boost strategy (LAD Tree)  

3. Decision tree (C4.5 - J48),  

4. Decision tree with naive Bays classifiers at the 

leaves (NB Tree)  

5. Random Forest (RF),  

6. Decision/regression tree using information 

gain/variance and prunes it using reduced-error 

pruning (REP Tree)  

7. Multilayer Perception (MP),  

8. SVM (SMO). 

For these eight methods, the first step corresponds the 

target variable LOS in order to apply some of these 

methods. The model valuation is carried out using 

10-fold cross validation on the PED data set [21]. 

5.  DATA MINING TASK  

The data mining tasks are different types depending 

on the use of data mining result the data mining tasks 

are classified [22]. 

A. Exploratory Data Analysis In the repositories 

vast amount of information’s are available .This data 

mining task will serve the two purposes (i)Without 

the knowledge for what the customer is searching, 

then (ii) It analyze the data these techniques are 

interactive and visual to the customer.  

B. Descriptive Modeling It describe all the data, it 

includes models for overall probability distribution of 

the data, partitioning of the dimensional space into 

groups and models describing the relationships 

between the variables.  

C. Predictive Modeling This model permits the 

value of one variable to be predicted from the known 

values of other variables.  

D. Discovering Patterns and Rules. This task is 

primarily used to find the hidden pattern as well as to 

discover the pattern in the cluster. In a cluster a 

number of patterns of different size and clusters are 

available ..  

E. Retrieval by Content The primary objective of 

this task is to find the data sets of frequently used in 

the for audio/video as well as images It is finding 

pattern similar to the pattern of interest in the data 

set. 

5.1 Techniques for Continue Target Value  

Only regression allows us to use continue variable of 

the target variable. Nine methods available are used 

[23].:  

1. LR: Linear regression  

2. DS (Decision Stump): Class for building and 

using a decision stump. Usually used in conjunction 

with a boosting algorithm regression classification  

3. M5P: Induction of model trees for predicting 

continuous classes  
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4. REP Tree: Builds a decision/regression tree using 

information gain/variance and prunes it using 

reduced-error pruning (with backfitting).  

5. SM Oreg: SVM Regression  

6. IRM: Isotonic regression model  

7. MLP: MultiLayer perceptron  

8. PRLM: Pace regression linear models  

9. K Star: K-nearest neighbor’s classifier (lazy) 

Classification models are not very useful when the 

target values are continuous. We also observe that 

independently of the used algorithms, we obtain 

quasi the same performances. 

6. RESULTS AND DISCUSSION  

For the evaluation of the methods accuracy, kappa, 

sensitivity and specificity this performance metrics 

are used. As shown in table, the Random forest 

performs best across all performance measures. A 

small difference is observed the remaining two 

methods decision tree and gradient boosted machine. 

For admission of any patient through the emergency 

department the triage process plays an important role. 

It is based on the partition of the original sample into 

ten subsamples, using nine as training data and one 

for testing data. As shown by results, this study can 

be benefit to PED manager to predict LOS and detect 

the beginning of strain situation. This information 

can be used to make the decision more proactive. 

 
Figure 4: Rate of maximum 

7. CONCLUSION AND FUTURE WORK  

The overall study involved a survey of different 

methods used for the prediction model of hospital 

admission. We showed that different data mining 

techniques can be used beneficially in classification 

and prediction by using linear regression and we 

obtain a very “simple” model that it can easily use by 

the medical staff in order to estimate the LOS. The 

different methods of data mining are used to extract 

the patterns and thus the knowledge from this variety 

databases. Selection of data and methods for data 

mining is an important task in this process and needs 

the knowledge of the domain. This study illustrates 

the benefit of classification methods to make PED 

management system more proactive face to strain 

situations. The benefit not only include prediction of 

medical condition using the previous history of a 

patient from the database but also hospital 

management systems such as emergency division. In 

future, different algorithms regarding deep learning 

and machine learning can used to implement the 

model. Even ensemble of different algorithms can 

also be done. Different demographics as predictor 

can be taken into consideration. 
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