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Abstract:  

Data mining requires data preparation which can 

uncover information or patterns which may 

compromise confidentiality and privacy 

obligations. A common way for this to occur is 

through data aggregation. Data aggregation 

involves combining data together (possibly from 

various sources) in a way that facilitates analysis 

(but that also might make identification of private, 

individual-level data deducible or otherwise 

apparent). 

[1]Introduction 

Data mining (the analysis step of the "Knowledge 

Discovery in Databases" process, or KDD), an 

interdisciplinary subfield of computer science, is 

the computational process of discovering patterns 

in large data sets involving methods at the 

intersection of artificial intelligence, machine 

learning, statistics, and database systems. The 

overall goal of the data mining process is to 

extract information from a data set and transform 

it into an understandable structure for further use. 

Aside from the raw analysis step, it involves 

database and data management aspects, data pre-

processing, model and inference considerations, 

interestingness metrics, complexity 

considerations, post-processing of discovered 

structures, visualization, and online updating. 

The term is a misnomer, because the goal is the 

extraction of patterns and knowledge from large 

amount of data, not the extraction of data itself. It 

also is a buzzword and is frequently applied to any 

form of large-scale data or information processing 

(collection, extraction, warehousing, analysis, and 

statistics) as well as any application of computer 

decision support system, including artificial 

intelligence, machine learning, and business 

intelligence. The popular book "Data mining: 

Practical machine learning tools and techniques 

with Java" (which covers mostly machine learning  

 

material) was originally to be named just 

"Practical machine learning", and the term "data 

mining" was only added for marketing reasons. 

Often the more general terms "(large scale) data 

analysis", or "analytics" – or when referring to 

actual methods, artificial intelligence and machine 

learning – are more appropriate. 

The actual data mining task is the automatic or 

semi-automatic analysis of large quantities of data 

to extract previously unknown, interesting patterns 

such as groups of data records (cluster analysis), 

unusual records (anomaly detection), and 

dependencies (association rule mining). This 

usually involves using database techniques such as 

spatial indices. These patterns can then be seen as 

a kind of summary of the input data, and may be 

used in further analysis or, for example, in 

machine learning and predictive analytics. For 

example, the data mining step might identify 

multiple groups in the data, which can then be 

used to obtain more accurate prediction results by 

a decision support system. Neither the data 

collection, data preparation, nor result 

interpretation and reporting are part of the data 

mining step, but do belong to the overall KDD 

process as additional steps. 

The related terms data dredging, data fishing, and 

data snooping refer to the use of data mining 

methods to sample parts of a larger population 

data set that are (or may be) too small for reliable 

statistical inferences to be made about the validity 

of any patterns discovered. These methods can, 

however, be used in creating new hypotheses to 

test against the larger data populations. 

[2]Etymology 

In the 1960s, statisticians used terms like "Data 

Fishing" or "Data Dredging" to refer to what they 

considered the bad practice of analyzing data 
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without an a-priori hypothesis. The term "Data 

Mining" appeared around 1990 in the database 

community. For a short time in 1980s, a phrase 

"database mining"™, was used, but since it was 

trademarked by HNC, a San Diego-based 

company, to pitch their Database Mining 

Workstation; researchers consequently turned to 

"data mining". Other terms used include Data 

Archaeology, Information Harvesting, Information 

Discovery, Knowledge Extraction, etc. Gregory 

Piatetsky-Shapiro coined the term "Knowledge 

Discovery in Databases" for the first workshop on 

the same topic (KDD-1989) and this term became 

more popular in AI and Machine Learning 

Community. However, the term data mining 

became more popular in the business and press 

communities. Currently, Data Mining and 

Knowledge Discovery are used interchangeably. 

Since about 2007, "Predictive Analytics" and since 

2011, "Data Science" terms were also used to 

describe this field. 

 

[3] Background 

The manual extraction of patterns from data has 

occurred for centuries. Early methods of 

identifying patterns in data include Bayes' theorem 

(1700s) and regression analysis (1800s). The 

proliferation, ubiquity and increasing power of 

computer technology has dramatically increased 

data collection, storage, and manipulation ability. 

As data sets have grown in size and complexity, 

direct "hands-on" data analysis has increasingly 

been augmented with indirect, automated data 

processing, aided by other discoveries in computer 

science, such as neural networks, cluster analysis, 

genetic algorithms (1950s), decision trees and 

decision rules (1960s), and support vector 

machines (1990s). Data mining is the process of 

applying these methods with the intention of 

uncovering hidden pattern in large data sets. It 

bridges the gap from applied statistics and 

artificial intelligence (which usually provide the 

mathematical background) to database 

management by exploiting the way data is stored 

and indexed in databases to execute the actual 

learning and discovery algorithms more 

efficiently, allowing such methods to be applied to 

ever larger data sets. 

[4]Research and evolution 

The premier professional body in the field is the 

Association for Computing Machinery's (ACM) 

Special Interest Group (SIG) on Knowledge 

Discovery and Data Mining (SIGKDD). Since 

1989 this ACM SIG has hosted an annual 

international conference and published its 

proceedings,
 
and since 1999 it has published a 

biannual academic journal titled "SIGKDD 

Explorations". 

Computer science conferences on data mining 

include: 

 CIKM Conference – ACM Conference on 

Information and Knowledge Management 

 DMIN Conference – International 

Conference on Data Mining 

 DMKD Conference – Research Issues on 

Data Mining and Knowledge Discovery 

 ECDM Conference – European 

Conference on Data Mining 

 ECML-PKDD Conference – European 

Conference on Machine Learning and 

Principles and Practice of Knowledge 

Discovery in Databases 

 EDM Conference – International 

Conference on Educational Data Mining 

 ICDM Conference – IEEE International 

Conference on Data Mining 

 KDD Conference – ACM SIGKDD 

Conference on Knowledge Discovery and 

Data Mining 

 MLDM Conference – Machine Learning 

and Data Mining in Pattern Recognition 

 PAKDD Conference – The annual 

Pacific-Asia Conference on Knowledge 

Discovery and Data Mining 

 PAW Conference – Predictive Analytics 

World 

 SDM Conference – SIAM International 

Conference on Data Mining (SIAM) 

 SSTD Symposium – Symposium on 

Spatial and Temporal Databases 

 WSDM Conference – ACM Conference 

on Web Search and Data Mining 

Data mining topics are also present on many data 

management/database conferences such as the 

ICDE Conference, SIGMOD Conference and 

International Conference on Very Large Data 

Bases 

[5]Process 

The Knowledge Discovery in Databases (KDD) 

process is commonly defined with the stages: 
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(1) Selection 

(2) Pre-processing 

(3) Transformation 

(4) Data Mining 

(5) Interpretation/Evaluation. 

It exists, however, in many variations on this 

theme, such as the Cross Industry Standard 

Process for Data Mining (CRISP-DM) which 

defines six phases: 

(1) Business Understanding 

(2) Data Understanding 

(3) Data Preparation 

(4) Modeling 

(5) Evaluation 

(6) Deployment 

or a simplified process such as (1) pre-processing, 

(2) data mining, and (3) results validation. 

Polls conducted in 2002, 2004, and 2007 show 

that the CRISP-DM methodology is the leading 

methodology used by data miners. The only other 

data mining standard named in these polls was 

SEMMA. However, 3-4 times as many people 

reported using CRISP-DM. Several teams of 

researchers have published reviews of data mining 

process models and Azevedo and Santos 

conducted a comparison of CRISP-DM and 

SEMMA in 2008. 

[6]Pre-processing 

Before data mining algorithms can be used, a 

target data set must be assembled. As data mining 

can only uncover patterns actually present in the 

data, the target data set must be large enough to 

contain these patterns while remaining concise 

enough to be mined within an acceptable time 

limit. A common source for data is a data mart or 

data warehouse. Pre-processing is essential to 

analyze the multivariate data sets before data 

mining. The target set is then cleaned. Data 

cleaning removes the observations containing 

noise and those with missing data. 

[7] Data mining 

Data mining involves six common classes of tasks 

 Anomaly detection 

(Outlier/change/deviation detection) – The 

identification of unusual data records, that 

might be interesting or data errors that 

require further investigation. 

 Association rule learning (Dependency 

modelling) – Searches for relationships 

between variables. For example a 

supermarket might gather data on 

customer purchasing habits. Using 

association rule learning, the supermarket 

can determine which products are 

frequently bought together and use this 

information for marketing purposes. This 

is sometimes referred to as market basket 

analysis. 

 Clustering – is the task of discovering 

groups and structures in the data that are 

in some way or another "similar", without 

using known structures in the data. 

 Classification – is the task of generalizing 

known structure to apply to new data. For 

example, an e-mail program might attempt 

to classify an e-mail as "legitimate" or as 

"spam". 

 Regression – attempts to find a function 

which models the data with the least error. 

 Summarization – providing a more 

compact representation of the data set, 

including visualization and report 

generation. 

[8] Results validation 

Data mining can unintentionally be misused, and 

can then produce results which appear to be 

significant; but which do not actually predict 

future behavior and cannot be reproduced on a 

new sample of data and bear little use.  

Often this results from investigating too many 

hypotheses and not performing proper statistical 

hypothesis testing. A simple version of this 

problem in machine learning is known as 

overfitting, but the same problem can arise at 

different phases of the process and thus a train/test 

split - when applicable at all - may not be 

sufficient to prevent this from happening. 

The final step of knowledge discovery from data is 

to verify that the patterns produced by the data 
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mining algorithms occur in the wider data set. Not 

all patterns found by the data mining algorithms 

are necessarily valid. It is common for the data 

mining algorithms to find patterns in the training 

set which are not present in the general data set. 

This is called overfitting. To overcome this, the 

evaluation uses a test set of data on which the data 

mining algorithm was not trained. The learned 

patterns are applied to this test set, and the 

resulting output is compared to the desired output. 

For example, a data mining algorithm trying to 

distinguish "spam" from "legitimate" emails 

would be trained on a training set of sample e-

mails. Once trained, the learned patterns would be 

applied to the test set of e-mails on which it had 

not been trained. The accuracy of the patterns can 

then be measured from how many e-mails they 

correctly classify. A number of statistical methods 

may be used to evaluate the algorithm, such as 

ROC curves. 

If the learned patterns do not meet the desired 

standards, subsequently it is necessary to re-

evaluate and change the pre-processing and data 

mining steps. If the learned patterns do meet the 

desired standards, then the final step is to interpret 

the learned patterns and turn them into knowledge. 

[9]Scope 

Games 

Since the early 1960s, with the availability of 

oracles for certain combinatorial games, also 

called tablebases (e.g. for 3x3-chess) with any 

beginning configuration, small-board dots-and-

boxes, small-board-hex, and certain endgames in 

chess, dots-and-boxes, and hex; a new area for 

data mining has been opened. This is the 

extraction of human-usable strategies from these 

oracles. Current pattern recognition approaches do 

not seem to fully acquire the high level of 

abstraction required to be applied successfully. 

Instead, extensive experimentation with the 

tablebases – combined with an intensive study of 

tablebase-answers to well designed problems, and 

with knowledge of prior art (i.e., pre-tablebase 

knowledge) – is used to yield insightful patterns. 

Berlekamp (in dots-and-boxes, etc.) and John 

Nunn (in chess endgames) are notable examples of 

researchers doing this work, though they were not 

– and are not – involved in table base generation. 

Business 

In business, data mining is the analysis of 

historical business activities, stored as static data 

in data warehouse databases. The goal is to reveal 

hidden patterns and trends. Data mining software 

uses advanced pattern recognition algorithms to 

sift through large amounts of data to assist in 

discovering previously unknown strategic business 

information. Examples of what businesses use 

data mining for include performing market 

analysis to identify new product bundles, finding 

the root cause of manufacturing problems, to 

prevent customer attrition and acquire new 

customers, cross-selling to existing customers, and 

profiling customers with more accuracy. 

Science and engineering 

In recent years, data mining has been used widely 

in the areas of science and engineering, such as 

bioinformatics, genetics, medicine, education and 

electrical power engineering. 

 In the study of human genetics, sequence 

mining helps address the important goal of 

understanding the mapping relationship 

between the inter-individual variations in 

human DNA sequence and the variability 

in disease susceptibility. In simple terms, 

it aims to find out how the changes in an 

individual's DNA sequence affects the 

risks of developing common diseases such 

as cancer, which is of great importance to 

improving methods of diagnosing, 

preventing, and treating these diseases. 

One data mining method that is used to 

perform this task is known as multifactor 

dimensionality reduction. 

 In the area of electrical power 

engineering, data mining methods have 

been widely used for condition monitoring 

of high voltage electrical equipment. The 

purpose of condition monitoring is to 

obtain valuable information on, for 

example, the status of the insulation (or 

other important safety-related parameters). 

Data clustering techniques – such as the 

self-organizing map (SOM), have been 

applied to vibration monitoring and 

analysis of transformer on-load tap-

changers (OLTCS). Using vibration 

monitoring, it can be observed that each 
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tap change operation generates a signal 

that contains information about the 

condition of the tap changer contacts and 

the drive mechanisms. Obviously, 

different tap positions will generate 

different signals. However, there was 

considerable variability amongst normal 

condition signals for exactly the same tap 

position. SOM has been applied to detect 

abnormal conditions and to hypothesize 

about the nature of the abnormalities. 

 Data mining methods have been applied to 

dissolved gas analysis (DGA) in power 

transformers. DGA, as a diagnostics for 

power transformers, has been available for 

many years. Methods such as SOM has 

been applied to analyze generated data 

and to determine trends which are not 

obvious to the standard DGA ratio 

methods (such as Duval Triangle). 

 In educational research, where data 

mining has been used to study the factors 

leading students to choose to engage in 

behaviours which reduce their learning, 

and to understand factors influencing 

university student retention. A similar 

example of social application of data 

mining is its use in expertise finding 

systems, whereby descriptors of human 

expertise are extracted, normalized, and 

classified so as to facilitate the finding of 

experts, particularly in scientific and 

technical fields. In this way, data mining 

can facilitate institutional memory. 

 Data mining methods of biomedical data 

facilitated by domain ontologies, mining 

clinical trial data, and traffic analysis 

using SOM. 

 In adverse drug reaction surveillance, the 

Uppsala Monitoring Centre has, since 

1998, used data mining methods to 

routinely screen for reporting patterns 

indicative of emerging drug safety issues 

in the WHO global database of 4.6 million 

suspected adverse drug reaction 

incidents.
[41]

 Recently, similar 

methodology has been developed to mine 

large collections of electronic health 

records for temporal patterns associating 

drug prescriptions to medical diagnoses. 

 Data mining has been applied to software 

artifacts within the realm of software 

engineering: Mining Software 

Repositories. 
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