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ABSTRACT 

The process of extraction of useful data from a 

huge dataset is called as data mining. This 

process also includes the analysis of the 

extracted data. Interchange between data is 

needed nowadays. Recently, the process of 

interchanging and publishing data is become 

popular, leading to the need for data security 

and integrity. In data mining there are some 

challenges related to the security and privacy of 

the data. In many aggressive situations, the 

user’s data needs it’s privacy to be maintained. 

With the provision of privacy, people can share 

their social relations with each other. But 

sometimes, the users’ data is entangled by the 

attacker by compromising the privacy of the 

data. Thus, privacy preserving is an important 

process to be scrutinized. The influences of 

privacy preserving process are important in 

data mining. There are many ways for ensuring 

the privacy of the data. This paper gives an 

excellent survey on privacy preserving 

techniques. It also reviews the privacy 

preserving data publishing techniques.  
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I. INTRODUCTION 

Data mining is the integration and blend of 

various different fields like database, machine 

learning technology, information retrieval 

process, knowledge based systems, high  

 

 

performance computing and data visualization 

techniques, etc. Information of the organisations 

should be handled with attention, and the 

process of data mining plays a vital role in 

handling this information. Thus, data mining 

process is gathering the attention of many 

industries. 

There is a huge amount of data available which 

includes useful information and knowledge. 

This information apprehension is useful for 

various real-time applications like market 

analysis, fraud detection, customer retention, etc 

[1].  

In many situations, for improving the efficiency 

in business, many companies use a big amount 

of data for developing relationships and 

correlations between the data; provided by the 

data mining process. Also there are many 

organizations that have a widespread data, 

increasing a threat to the data privacy. Hence, 

privacy preservation is assimilated as a 

functional process with data mining. Privacy is 

provided to the gathered information and 

knowledge. Whenever a user shares or stores the 

data or information, it needs to be assured with 

the preservation of privacy of the data. Also 

while publishing the data; privacy is important 

to be provided. 

The utilization of huge amount of data can be 

effective by preserving privacy of the data. As 

the data is stored in electronic format, no 
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individual is disturbed. The privacy is preserved 

while collecting the data and while mining the 

data. 

As discussed earlier, the data is scattered around 

which needs to be gathered. So the 

responsibility of the data publisher is to gather 

the information and to transform it into a 

standard format. This format is suitable for data 

recipient. Also while the data publisher 

processes the information, it must be preserved 

before publishing.  

During this review, we first present the meaning 

of privacy preserving data publishing technique 

in section II, In section III the classification of 

Privacy Preservation Techniques has been 

discussed. In section IV, the focus of survey is 

to give various Privacy techniques that are 

available. We state our conclusion and future 

directions in section V.  

 

II. PRIVACY PRESERVING DATA 

PUBLISHING 

There are two phases of privacy preserving data 

publishing: 1) Data collection 2) Data publish 

phase.  There are three kinds of roles : 1) Data 

owner 2) Data publisher 3) Data recipient. The 

relationship between two phases and three roles 

involved in PPDP.  

 Data collection phase: The data publisher 

collects dataset from data owner. 

 Data publishing phase : The data publisher 

sends the processed dataset to data recipient. 

The raw dataset is not directly sent to the data 

recipient. First it have to sent to data publisher 

and then to data recipient. 

In [2], Data publisher divided into two types. 1) 

Untrusted model : Data publisher is tricky who 

is more likely to gain privacy from dataset 2) 

Trusted model : Data is safe and without any 

risk . The data publisher is reliable. Owing to 

the difference of data publishing scenarios 

affected by requirements to data publisher and 

by varying assumptions, data recipients 

purposes. We discussed four scenario are 

described in Table 1.

Table 1: Data publishing Scenario 

First  

Scenario 

Non-expert data publisher Data publisher does not need to have specific 

knowledge about research fields. What they need 

to do is make data be published satisfying the 

requirements of data utility and information 

privacy 

Second 

scenario 

The data recipient could be an 

attacker 

This scenario is more commonly-accepted and 

many proposed solutions make it as the requisite 

hypothesis. 

Third 

Scenario 

The publish data is not the data 

mining result 

It indicates that dataset provided by data publisher 

in this scenario is not merely for data mining. 

That is to say, published dataset is not data 

mining result. 

Fourth 

Scenario 

Truthfulness at record level Data publisher should guarantee the authenticity 

of data to be published whatever processing 
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methods will be used. Thus, randomization and 

perturbation cannot meet the requirements in this 

scenario. 

 

III. CLASSIFICATION OF PRIVACY 

PRESERVING TECHNIQUES 

There are many techniques discussed in this 

section. Some techniques work on the original 

data for retaining the data sensitivity. The 

classification of PPDP is done in different 

categories as follows: 

1. Randomization method 

This Randomization process is used to add noise 

to the source data in order to mask attributes 

from disclosure [3,4]. There are different ways of 

randomization. Additive randomization is the 

simplest form of randomization. Let X={x1,x2, . . 

.,xn}; where X be a set of data records. The set X 

contains data elements. Noise is taken from 

probability distribution f(y)  and are denoted by 

y1,y2,… , yn. Various techniques related to 

randomization is researched by authors [5,6]. 

The accuracy of privacy preservation depends on 

how large the distribution y would be and the 

right amount of randomization. It can be done by 

multiplying or adding noise [7]. but the 

drawback is  results are approximate and has 

huge information loss. 

2. Data Swapping  

In this method, the statistical inference of the 

relation is maintain in order to preserve privacy 

by swapping the values of records [8]. 

3. Cryptographic approach  

Revolution of communication via internet has 

forced several areas one such is Distributed Data 

Mining. The data is distributed on multiple sites. 

whenever mining is required it must be retrieved 

securely[9,10,11]. There are two advantages of 

this approach. first, Well defined model for 

privacy and second, lots of algorithms are 

available to implement cryptographic methods. 

4. Anonymization Approach  

The process of anonymization is a very well 

known approach for preserving sensitivity of the 

data, before it is published. This process includes 

the modification to be made to the contents of 

the record before the data is published. The 

standard form of relational schema used by the 

data publisher is given as:  

R(U_ID,Q_ID_1,Q_ID_2,…,NQ_ID_1,NQ_ID

_2,…,SV_1, SV_2,..) 

Here U_ID is the user identification values 

which are explicit values and are used directly 

for deducing the identity of the individual. Social 

security number is such an example of U_ID that 

is used to regain the identity of an individual. 

The other type of identifier is the Q_ID which is 

known as Quasi Identifiers. These identifiers can 

be used by a attacker for linking the value to the 

external database for gaining the identity of an 

individual. Examples of such identifiers are ZIP 

code and DOB. The pseudo SQL query is given 

as follows: 

SELECT *  

FROM VOTERS_TABLE AS V  

WHERE V.ZIP=’&ZIP’ AND 

V.GENDER=’&GENDER’ AND 

V.DOB=’&DOB’;  

Here SV stands for sensitive values. These 

sensitive values are used for mining and 

statistical analysis. Example of SV is, in many 

medical records, the sensitive values can be the 

disease of the patient. NQ_ID stands for non 

quasi identifier. These identifiers belong to the 
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any of the categories mentioned above. These 

values are published only if they are related to 

data mining. For preventing the divulgence of 

the information caused by the attacker, the 

attacker modifies the relation R to R1 with the 

following schema:  

Rl(Q_ID_1,Q_ID_2,…,NQ_ID_1,NQ_ID_2,…

,SV_1, SV_2,..)  

In the above schema, the U_ID in relation R1 is 

removed and the anonymization of Q_ID is done 

such that it supports the privacy model 

representation. This ensures the confidentiality. 

In this paper, we have discussed on 

anonymization approach for privacy preserving. 

 

IV. PRIVACY-PRESERVING DATA 

PUBLISHING TECHNIQUES 

1. K-Anonymity 

The data with higher dimensionality space must 

be handled with care. While dealing with such 

data, various events are detected. This data 

handling includes analysis of data and publishing 

the data. For dealing with this challenge a 

method is proposed known as K-anonymity [12]. 

The masking of the attribute to the exact value is 

achieved by applying generalization on K-

anonymity [12]. The technique of perturbation 

applied on K-anonymity was beneficial for the 

distribution of an individual in aggregated 

manner rather than the inter attribute relations of 

an individual.  There are other methods proposed 

on the concepts of K-anonymity known as 2-

anonymity and Gaussian cluster methods.  

 

2. ℓ-Diversity 

By revealing sensitive attributes of an individual, 

information has been published[13]. K-

Anonymization alone is not efficient to prevent 

the data from background knowledge attack and 

homogeneity attack. ℓ-Diversity technique 

outline that sensitive attributes would have at 

most same frequency. Consider an example, with 

positive disclosure, if Alice wants to discover 

Bob, Alice would determine Bob with high-

probability distribution. The negative disclosure 

would happen when an adversary could correctly 

eliminate some possible value of the sensitive 

attributes .There could be a minimum difference 

between the posterior belief and  prior belief 

[13]. 

 

3. t-closeness 

Ravindar Mogili, Anil Prakash found that ℓ -

Diversity and K-Anonymity was not used to 

prevent attribute disclosure [14].  ℓ-Diversity 

represented sensitive attribute value that was 

assigned only with certain number of limitations 

[13]. t-closeness has designed to distribute 

sensitive attribute with equivalence class. Earth 

Mover Distance was used to measure the 

distance between the two probabilistic 

distributions [14]. Conjuction has been designed 

to combine statistical analysis and machine 

learning. Aggregation is used to reduce closeness 

among the columns. 

 

4. Km Anonymity 

A technique proposed for anonymized 

transactional database is Km Anonymity [15].  

This technique protects the database from an 

attacker who is having knowledge of m elements 

in the transaction [16]. For maintaining the set 

valued data, this generalization is used on any 

transaction with K-1 records or on the 

transaction with identical values. In Km 

anonymity process, the top down generalization 

approach is used for recording the transaction 

records number [15]. This process of Km 

anonymity will provide privacy against the 

attackers who identifies m items in a database.  
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5. Distributed K-Anonymity framework 

(DKA) 

It is difficult to directly share the data which is 

gathered from various sites. Thus, for dealing 

with this situation the data must be anonymized 

for generalising it to a specific value. A new 

technique with a secured 2-party framework is 

proposed [17]. In this technique, the computation 

is carried on multiparty datasets joined from 

various sites [17]. The technique is called as 

Distributed K-Anonymity (DKA). It prevents the 

privacy of an individual‟s identification by using 

global anonymization in encrypted format. In 

fact it provides a secured framework in between 

two different parties [17]. These two parties 

agree on global anonymization algorithm and 

results into a local K-anonymity dataset. The 

DKA framework provides a protocol where the 

two parties mutually semi-honest.  

6. K-Anonymity Clustering 

Hierarichal clustering is commonly used 

clustering method to achieve KAnonymity [14]. 

To reduce the information distortion Weighted 

Feature C-means Clustering is used. It partition 

all the records into equivalence class and use 

class merging mechanism [18] to merge the 

class. The numerical values of quasi identifier 

were used to evaluate the Weighted Feature C-

means Clustering technique. The authors also try 

to provide the dissimilarity evaluated approach 

which would take different types of feature 

values for class merging mechanism. 

 

7. R-U Confidentiality Map 

Normally, Anonymization would cause loss in 

potential utility gain. The most important factor 

that should be balanced are Risk(R) and Utility 

(U). The fundamental characteristic of 

generalization and bucketization was compared 

[19]. Privacy trade-off utility have fixed the 

privacy requirement with various privacy 

parameters and produceda n anonymized dataset. 

Generalization would work on three methods 

such as Apriori Anonymization (AA), the 

Constrained Based Anonymization Transaction 

(COAT) and Privacy-Constrained cluster Based 

Transaction Algorithm (PCTA).These three 

methods were used to maintain the association 

between Risk(R)-Utility (U). The trade-off was 

gained by combining the above three methods as 

(AA & COAT) and (COAT & PCTA) [19]. It 

was essential to maintain the histogram H for the 

occurrence of each sensitive item in the 

transaction database [19]. 

As per the authors [19], protection of the data 

requires: 

(i) Security, to ensure that there was no loss of 

the stored information. 

(ii) Confidentiality, to ensure that no one can 

drop data while the data were transmitted 

between authorized users. 

(iii) Anonymity, to ensure private and sensitive 

information about an individual was not 

disclosed when a record was released. 

 

8. Slicing 

K-Anonymity do not take guarantee the 

background knowledge attack of an adversary 

[20]. The data was partitioned in both vertical 

and horizontal direction to preserve the privacy 

by permuting the sensitive attribute [19].Slicing 

is popular technique which could be formalized 

by comparing bucketization [21] and 

generalization. 

 

9. Overlapped Slicing 

The problem is divided into the sub problems, 

which were reused several times. Overlapped 

slicing are used to duplicate an attribute in 

several column. Every column results in more 
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attribute correlations [22]. By using Duplication 

of attributes in several columns, Vertical and 

Horizontal partition was performed. In vertical 

partitioning, attributes were correlated and In 

horizontal partitioning tuples were grouped 

together. Sensitive attributes are placed in each 

column and random permutation are applied on 

sensitive attributes column [22]. The authors 

tried to provide protection against membership 

disclosure by distinguishing the original tuples 

from the fake tuples where the disclosure risk 

has been occurred. In the overlapped slicing 

table the matching strategy is very low. 

Overlapped slicing enhanced with slicing 

provided the membership disclosure protection. 

But, it leads to more attribute correlations and 

there would be a secrecy loss of privacy in some 

extent. 

 

Table 1 : Comparative Study 
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V. CONCLUSION 

This paper, described about different data 

publishing techniques to preserve the privacy in 

data mining. Because of large collection of 

information, it is necessary to maintain the 

Privacy. The main task of data publisher is to 

fetch the information from various location and 

convert it into some standard format suitable for 

data recipient. Data publisher have to preserve 

the sensitive data before it has been published. 

This review paper helps to give future direction 

towards my future research. 
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