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ABSTRACT— 

A camera based assistive text reading framework 

to help blind persons read text labels and 

product packaging from hand-held object in their 

daily resides is proposed. To isolate the object 

from cluttered backgrounds or other 

surroundings objects in the camera view, we 

propose an efficient and effective motion based 

method to define a region of interest (ROI) in the 

video by asking the user to shake the object. In 

the extracted ROI, text localization and 

recognition are conducted to acquire text 

information. To automatically localize the text 

regions from the object ROI, we propose a novel 

text localization algorithm by learning gradient 

features of stroke orientations and distributions 

of edge pixels in an Adaboost model. Text 

characters in the localized text regions are then 

binarized and recognized by off-theshelf optical 

character recognition software. The recognized 

text codes are output to blind users in speech. 

 

INTRODUCTION  

Of the 314 million visually impaired people 

worldwide, 45 million are blind. Recent 

developments in computer vision, digital 

cameras and portable computers make it feasible 

to assist these individuals by developing camera 

based products that combine computer vision 

technology with other existing commercial  

 

products such optical character recognition 

(OCR) systems. Reading is obviously essential in 

today’s society. Printed text is everywhere in the 

form of reports, receipts, bank statements, 

restaurant menus, classroom handouts, product 

packages, instructions on medicine bottles, etc. 

The ability of people who are blind or have 

significant visual impairments to read printed 

labels and product packages will enhance 

independent living and foster economic and 

social self-sufficiency. Today, there are already a 

few systems that have some promise for portable 

use, but they cannot handle product labelling. For 

example, portable bar code readers designed to 

help blind people identify different products in 

an extensive product database can enable users 

who are blind to access information about these 

products through speech and braille. But a big 

limitation is that it is very hard for blind users to 

find the position of the bar code and to correctly 

point the bar code reader at the bar code. Some 

reading assistive systems such as pen scanner 

might be employed in these and similar 

situations. Although a number of reading 

assistants have been designed specifically for the 

visually impaired, to our knowledge, no existing 

reading assistant can read text from the kinds of 

challenging patterns and backgrounds found on 

many everyday commercial products. To assist 
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blind persons to read text from these kinds of 

hand-held objects, we have conceived of a 

camera based assistive text reading framework to 

track the object of interest within the camera 

view and extract print text information from the 

object. Our proposed algorithm can effectively 

handle complex background and multiple 

patterns, and extract text information from both 

hand-held objects and nearby signage 

 

IMAGE CAPTURING AND PRE-

PROCESSING 

 The video is captured by using web-cam and the 

frames from the video is segregated and 

undergone to the preprocessing. First, get the 

objects continuously from the camera and 

adapted to process. Once the object of interest is 

extracted from the camera image and it converted 

into gray image. Use haar cascade classifier for 

recognizing the character from the object. The 

work with a cascade classifier includes two 

major stages: training and detection. For training 

need a set of samples. There are two types of 

samples: positive and negative. 

 
To extract the hand-held object of interest from 

other objects in the camera view, ask users to 

shake the handheld objects containing the text 

they wish to identify and then employ a motion-

based method to localize objects from cluttered 

background. 

AUTOMATIC TEXT EXTRACTION  

In order to handle complex backgrounds, two 

novel feature maps to extracts text features based 

on stroke orientations and edge distributions, 

respectively. Here, stroke is defined as a uniform 

region with bounded width and significant 

extent. These feature maps are combined to build 

an Adaboost based text classifier. 

TEXT REGION LOCALIZATION : 

Text localization is then performed on the 

camera based image. The Cascade-Adaboost 

classifier confirms the existence of text 

information in an image patch but it cannot the 

whole images, so heuristic layout analysis is 

performed to extract candidate image patches 

prepared for text classification. Text information 

in the image usually appears in the form of 

horizontal text strings containing no less than 

three character members. 

 TEXT RECOGNITION AND AUDIO 

OUTPUT  

Text recognition is performed by off-the-shelf 

OCR prior to output of informative words from 

the localized text regions. A text region labels the 

minimum rectangular area for the 

accommodation of characters inside it, so the 

border of the text region contacts the edge 

boundary of the text characters. However, this 

experiment show that OCR generates better 

performance text regions are first assigned 

proper margin areas and binarized to segments 

text characters from background. The recognized 

text codes are recorded in script files. Then, 

employ the Microsoft Speech Software 

Development Kit to load these files and display 

the audio output of text information. Blind users 

can adjust speech rate, volume and tone 

according to their preferences 
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HARDWARE DESCRIPTION 

 

 

The block diagram consists of ARM11 micro 

controller (BCM2835), USB cam, Power supply, 

Flash memory, SRAM and Earphone. The 

camera is connected to an ARM11 (BCM2835) 

by a USB connection and it can capture the hand-

held object appears in the camera view. 

LAN9512 is interface with the system to view 

the monitor. SRAM is used for the temporary 

storage and flash memory is used for the 

permanent storage. The ARM11 (BCM2835) 

performs the processing and provides audio 

output through earphone.  

Hardware Requirements   

Power Supply Unit  

USB cam  SRAM 

ARM11 (BCM2835) 

  Flash memory 

  Ear phone 

USB cameras are imaging cameras that use USB 

2.0 or USB 3.0 technology to transfer image 

data. USB cameras are designed to easily 

interface with dedicated computer systems by 

using the same USB technology that is found on 

most computers. Static random-access memory 

(SRAM) is a type of a semiconductor memory 

that uses bi-stable latching circuitry to store each 

bit. ARM11 features are, Supports 4-64k cache 

sizes, Powerful ARMV6 instruction set 

architecture, SIMD (Single Instruction Multiple 

Data) media processing extensions deliver up to 

2x performance for video processing, and High-

performance 64-bit memory system speeds data 

access for media processing and networking 

applications. LAN9512/LAN9512i contains an 

integrated USB 2.0 hub, two integrated 

downstream USB 2.0 PHYs, an integrated 

upstream USB 2.0 PHY, a 10/100 Ethernet PHY, 

a 10/100 Ethernet Controller, a TAP Controller 

and EEPROM Controller. Flash memory is an 

electronic non-volatile compute storage medium 

that can be an electrically erased and 

reprogrammed. Earphones either have wires for 

connection to a signal source such as an audio 

amplifier, radio, CD player, portable media 

player or have a wireless receiver, which is used 

to pick up signal without using a cable.  

CONCLUSION AND FUTURE WORK  

The proposed system ensures to read printed text 

on hand-held objects for assisting blind persons. 

In order to solve the common aiming problem for 

blind users, a motion-based method to detect the 

object of interest is projected, while the blind 

user simply shakes the object for a couple of 

seconds. This method can effectively distinguish 

the object of interest from background or other 

objects in the camera view. An Ad boost learning 

model is employed to localize text in camera-

based images .Off the shelf OCR is used to 

perform word recognition on the localized text 

regions and transform into audio output for blind 

users. The future development will be an 

obstacle detection process, using haar cascade 

classifier for recognizing the obstacle from the 

object. A novel camera based computer vision 

technology to automatically recognize currency 

to assist visually impaired people will be 

enhanced. 
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