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ABSTRACT –  

Anomalous detection is an area that is 

extensively used in our daily lives an routine 

procedures. This involves the search for items 

or events which do not confirm to an expected 

pattern. The patterns thus detected are called 

anomalies and often translate to critical and 

actionable information in several application 

domains. In this paper we will extend the 

perspective of this approach in order to be able 

to deal with groups, or subpopulations, of 

anomalous individuals. As an example, 

consider a rare disease and assume a 

population of healthy and unhealthy human 

individuals is given; here, it would be very 

useful to single out properties characterizing 

the unhealthy individuals. 

 

INTRODUCTION: 

An exceptional property is an attribute 

characterizing the abnormality of the given 

anomalous group (the outliers) with respect to 

the normal data population (the inliers). 

Moreover, each property can have associated a 

condition, also called explanation, whose aim is 

to single out a (significant) portion of the data 

for which the property is indeed characterizing 

anomalous subpopulations. In order to single 

out significant properties, we resort to 

minimum distance estimation methods that are 

statistical methods for fitting a mathematical 

model to data. To judge the quality of a 

property, we make use of exceptionality scores  

 

that are functions measuring the badness of fit 

of the values assumed by the outliers compared 

to the probability distribution associated with 

the values assumed by the inliers.  

The exceptionality scores here defined are 

based on a randomization test using the Pearson 

chi-square criterion for categorical properties, 

and on the Cramer’s-von-Misses criterion for 

numerical properties. These criteria evaluate 

the badness of fit of a probability distribution F 

compared to a sample set. In particular, we 

employ as reference distribution F the empirical 

distribution function associated with the 

population of inliers and, as the sample set, the 

population of outliers. We note that the 

proposed exceptionality scores are specifically 

designed for the task at hand, in which we 

compare a rare population with a large 

population of normal individuals. Also, this 

project focuses on an important algorithm, 

called EXPREX, [Exceptional Property 

Extractor] that automatically singles out the 

exceptional properties and their associated 

explanations. 

As an example, consider a rare disease and 

assume a population of healthy and unhealthy 

human individuals is given; here, it would be 

very useful to single out properties 

characterizing the unhealthy individuals. For 

that we have to find the exceptional property.  

For Using the Exceptional property first resort a 

form of Minimum Distance Estimation for 

evaluating the badness of fit values by outliers 
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compared to the probability values by inliers. 

Next Find the Exceptionality score. The score 

values may be numerical or either categorical. 

Scores are calculated by both of analytical and 

empirical point of view to detect the outliers. 

The categorical property can be tested by using 

Randomization test.. An exceptional property is 

an attribute characterizing the abnormality of 

the given anomalous group with respect to the 

normal data population. Moreover, each 

property can have associated a condition, also 

called explanation, whose aim is to single out a 

significant portion of the data for which the 

property is indeed characterizing anomalous 

subpopulations. 

As an example, consider a rare disease and 

assume a population of healthy and unhealthy 

human individuals is given; here, it would be 

very useful to single out properties 

characterizing the unhealthy individuals. For 

that we have to find the exceptional property. 

For Using the Exceptional property first resort a 

form of Minimum Distance Estimation for 

evaluating the badness of fit values by outliers 

compared to the probability values by inliers. 

ANOMALY DETECTION: 

Anomaly detection is an important problem that 

has been researched within diverse research 

areas and application domains. Many anomaly 

detection techniques have been specifically 

developed for certain application domains, 

while others are more generic. This survey tries 

to provide a structured and comprehensive 

overview of the research on anomaly detection. 

We have grouped existing techniques into 

different categories based on the underlying 

approach adopted by each technique. For each 

category we have identified key assumptions, 

which are used by the techniques to 

differentiate between normal and anomalous 

behaviour. When applying a given technique to 

a particular domain, these assumptions can be 

used as guidelines to assess the effectiveness of 

the technique in that domain. For each 

category, we provide a basic anomaly detection 

technique, and then show how the different 

existing techniques in that category are variants 

of the basic technique. 

 

Subgroup discovery: The Subgroup 

Discovery Task (SDT) aims at finding an 

interesting subgroup of objects with common 

characteristics with respect to a given attribute 

value pair, called target variable .It was 

introduced in for categorical domains and, 

recently, extended to numerical domains. The 

SDT outputs a subgroup of individuals, 

identified as those individuals of the population 

satisfying a set of conditions, whose behaviour 

on the target attribute-value pair is different 

from the behaviour of the population taken as a 

whole. 

Exceptional Explanation-Property 

pair: 

Let Do (outliers) and Di (inliers) be two 

datasets on a set of attributes A, and let be an 

exceptionality score. A pair h E; pi, where E is 

a set of conditions on A and p is an attribute of 

A not occurring in E, is an exceptional 

explanation-property pair in Do w.r.t. Di (or, 

simply, exceptional pair) if and only if the 

attribute p is an exceptional property for DoE 

w.r.t. Di E according to  , that is, if  p(DoE ;DiE 

) >  . In this case the attribute p is said to be an 

exceptional property and the value p(DoE ;DiE 

) is called exceptionality (score) of p (with 

explanation E). 

 

The innovativeness of the approach has been 

illustrated by highlighting the substantial 

differences with related techniques. Moreover, 

we have defined the concept of exceptionality 

score, which measures the badness of fit of the 

values assumed by the outliers with respect to 

the probability distribution associated with the 

values assumed by the inliers. Suitable 
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exceptionality scores have been introduced for 

both numeric and categorical attributes In the 

year 2013, F. Angiulli in his work explored the 

abnormality of combination of attribute values. 

Discovering the attributes and find the 

abnormality of individuals in a given dataset. 

They take Global and Local Properties to find 

out the outliers. Global property is finding the 

abnormality of entire data population. Local 

Properties is taking two subsets of attributes are 

singled out in Global properties. In the year 

2008, P. Filzmoser, R. Maronna work aimed at 

providing a contribution towards the design of 

automatic methods for the discovery of 

properties characterizing a small group of 

outlier individuals as opposed to the whole 

population of “normal” individuals. In 

particular, the concept of exceptional 

explanation-property pair has been introduced 

and has discussed the significance of the 

associated knowledge.. These scores have been 

shown, from both the analytical and the 

empirical point of view, to be effective for 

small samples, as outlier sets usually are. Thus, 

the method has been explicitly conceived to 

deal with rare subpopulations. In year 2013 

Fabrizio Angiulli and Fabio Fassetti worked on 

Exploiting domain knowledge to detect outliers 

He present a novel definition of outlier whose 

aim is to embed an available domain 

knowledge in the process of discovering 

outliers. Specifically, given a background 

knowledge, encoded by means of a set of first-

order rules, and a set of positive and negative 

examples, His approach aims at singling out the 

examples showing abnormal behaviour. The 

technique he proposed is unsupervised, since 

there are no examples of normal or abnormal 

behaviour, even if it has connections with 

supervised learning, since it is based on 

induction from examples. We provide a notion 

of compliance of a set of facts with respect to 

background knowledge and a set of examples, 

which is exploited to detect the examples that 

prevent to improve generalization of the 

induced hypothesis. By testing compliance with 

respect to both the direct and the dual concept, 

He is able to distinguish among three kinds of 

abnormalities, that are irregular, anomalous, 

and outlier observations. This allows to provide 

a finer characterization of the anomaly at hand 

and to single out subtle forms of anomalies. 

Moreover, he present both exact and 

approximate algorithms for mining 

abnormalities. In year 2010 Fabrizio Angiulli 

and Fabio Fassetti proposes a method for 

detecting distance-based outliers in data 

streams under the sliding window model. The 

novel notion of one-time outlier query is 

introduced in order to detect anomalies in the 

current window at arbitrary points in- time. 

Three algorithms are presented. The first 

algorithm exactly answers to outlier Queries, 

but has larger space requirements than the other 

two. The second algorithms derived from the 

exact one, reduces memory requirements and 

returns an approximate answer based on 

estimations with a statistical guarantee. The 

third algorithms a specialization of the 

approximate algorithm working with strictly 

fixed memory requirements. Accuracy 

properties and memory consumption of the 

algorithms have been theoretically assessed. 

Moreover experimental results have confirmed 

the effectiveness of the proposed approach and 

the good quality of the solutions. In the year 

2004 V. Hodge worked on A survey of outlier 

detection methodologies. He described Outlier 

detection has been used for centuries to detect 

and, where appropriate, remove anomalous 

observations from data. Outliers arise due to 

mechanical faults, changes in system 

behaviour, fraudulent behaviour, human error, 

The algorithm incorporates buffer management 

and novel estimation and pruning techniques. 

He also present results of applying this 
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algorithm to sales data obtained from a large 

retailing company, which shows the 

effectiveness of the algorithm. The rules that 

they discover have one item in the consequent 

and a union of any number of items in the 

antecedent. he solve this problem by 

decomposing it into two sub problems: 

1.finding all item sets, called large item sets 

that are present in at least s% of transactions. 2. 

Generating from each large item set, rules that 

use items from the large item set. In year 2001 

S. D. Bay and M. J. Pazzani, they present the 

problem of mining contrast sets: Conjunctions 

of attributes and values that differ meaningfully 

in their distribution across groups. They 

provide a search algorithm for mining contrast 

sets with pruning rules that drastically reduce 

the computational complexity. Once the 

contrast sets are found, they post-process the 

results to present a subset that are surprising to 

the user given what we have already shown. 

they explicitly control the probability of Type I 

error (false positives) and guarantee a 

maximum error rate for the entire analysis by 

using Bonferroni corrections. instrument error 

or simply through natural deviations in 

populations In the year 1998 E. Knorr proposed 

Algorithms for mining distance-based outliers 

in large datasets, he present two simple 

algorithms, both having a complexity of O(k 

N’), k being the dimensionality and N being the 

number of objects in the dataset. These 

algorithms readily support datasets with many 

more than two attributes. Second, we present an 

optimized cell-based algorithm that has a 

complexity that is linear w.r.t. N, but 

exponential w.r.t. k. Third, for datasets that are 

mainly disk-resident; we present another 

version of the cell-based algorithm that 

guarantees at most 3 passes over a dataset. In 

year 1993 Rakesh Aggrawal, Tomasz 

Imielinski,Arun Swami,works on a large 

database of customer transactions. Each 

transaction consists of items purchased by a 

customer in a visit. they present an efficient 

algorithm that generates all significant 

association rules between items in the database. 

OBJECTIVE 

1) To study different data sets. 

2) To study different data sets, calculate 

the exceptionality score, which 

measures the badness of fit of the values 

assumed by the outliers with respect to 

the probability distribution associated 

with the values assumed by the inliers. 

3) To perform the work, we will use an 

algorithm, called naïve bayes, which 

efficiently discovers exceptional 

explanation-property pairs.  

 

METHODOLOGY AND FINDINGS 

 

DATA SET - WEATHER 
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Classification problems:  require the prediction 

of a discrete target value 

1. Can be solved using naïve Bayes. 

2.  Iteratively select the best attribute and 

split up the values according to this 

attribute. 
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CONCLUSION 

In this paper, we revisit some state-of-the-art naive 

Bayes text classifiers and empirically compare their 

classification performance on a large number of 

widely used classification benchmark datasets. 

Then, we propose a multinomial naive Bayes 

algorithm and its multiclass learning version called 

multiclass multinomial naive Bayes algorithm. The 

experimental results validate the effectiveness of 

our proposed algorithms. In future, we will 

customize NFR to improve the results for intrusion 

with reduced complexity and overheads and 

compare the efficiency rates with previous methods. 
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