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Abstract 

 

  Twitter platform is valuable to 

follow the public sentiments. Knowing users 

point of views and reasons behind them at 

various point is an important study to take 

certain decisions. milllions of people use 

social media in day today 

life.Categorization of positive and negative 

opinions is a process of sentiment analysis. 

It is very useful for people to find sentiment 

about the person, product etc. before they 

actually make opinion about them. In this 

paper Latent Dirichlet Allocation (LDA) 

based models are defined. Where the first 

model that is Foreground and Background 

LDA (FB-LDA) can remove background 

topics and selects foreground topics from 

tweets and the second model that is Reason 

Candidate and Background LDA (RCB-

LDA) which extract greatest representative 

tweets which is obtained from FB-LDA as 

reason candidates for interpretation of 

public sentiments  
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 Introduction 

  Twitter is a worldwide popular 

website, which offers a social networking 

and micro blogging services, enabling its 

users to update their status in tweets, follow 

the people they are interested in retweet 

other‘s posts and even communicate with 

them directly. Sentiment analysis on Twitter 

data has provided an economical and 

effective way to expose timely public 

sentiment, which is critical for decision 

making in various domains. For instance, a 

company can study the public sentiment in 

Tweets to obtain users‘ feedback towards its 

products. As one of the most popular social 

networking websites, Twitter is drawing 

more and more attention from researchers 

from different disciplines. There are several 

streams of research investigating the role of 

Twitter. Therefore it has attracted attention 
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in both academia and industry. Previous 

research mainly focused on tracking public 

sentiment. 

  

Problem Statement 

 Sentiment analysis on twitter data 

has provided an effective way to expose 

public opinion, which is critical for decision 

making in various domains. The Previous 

research mainly focused on only modeling 

and tracking public sentiments. To enhance 

this proposed system interprets sentiment 

variations and the possible reasons behind 

public sentiments. To address this issues a 

Latent Dirichlet Allocation (LDA) based 

models such as Foreground and Background 

LDA (FB-LDA) are proposed. To enhance it 

further another generative model proposed 

called Reason Candidate and Background 

LDA (RCB-LDA) which rank them 

according to their popularity within the 

variation period.  

Existing System 

In the Existing System there is no analysis 

and ranking the useropinions,and some 

times they consider the individual opinions 

With  out conducting any reviews.Because 

of this the scientists and the analysers will 

get improper results.Compared to proposed 

system in existing system models are limited 

to the possible reason mining problem.    

 

Drawbacks of Existing System 

• Extarcting the user 

opinions without 

accuracy and 

efficiency.  

• The disadvantage is 

topic mining. 

 

Proposed system 

  In the Proposed System we proposed 

two Latent Dirichlet Allocation (LDA) 

based models, Foreground and Background 

LDA (FB-LDA) and Reason Candidate and 

Background LDA (RCB-LDA). The FB-

LDA model can filter out background topics 

and then extract foreground topics to reveal 

possible reasons. To give a more intuitive 

representation, the RCB-LDA model can 

rank a set of reason candidates expressed in 

natural language to provide sentence-level 
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reasons. Our proposed models were 

evaluated on real Twitter data. Experimental 

results showed that our models can mine 

possible reasons behind sentiment 

variations. 

 

Advantage 

It can not only analyze the content in a single speech, but also handle more complex cases where 

multiple events mix together. 

SOFTWARE REQUIREMENTS  

 

          Operating System  : Windows 

          Technology   : Java and J2EE 

          Web Technologies  : Html, JavaScript, CSS 

           IDE                : My Eclipse 

           Web Server   : Tomcat 
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           Tool kit                                 : Android Phone 

           Database   : My SQL 

           Java Version              : J2SDK1.5                   

                  

HARDWARE REQUIREMENTS 

 

         Hardware                            :     Pentium  

         Speed                                   :     1.1 GHz 

         RAM                                    :    1GB 

         Hard Disk                           :    20 GB 

         Floppy Drive                      :    1.44 MB 

         Key Board                          :    Standard Windows Keyboard 

         Mouse                                 :    Two or Three Button Mouse 

         Monitor                               :    SVGA 
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Conclusion 

 In this paper, the problem of analyzing 

public sentiment variations and finding 

the possible reasons behind it are 

solved by using two Latent Dirichlet 

Allocation (LDA) based models such 

as Foreground and Background LDA 

(FB-LDA) and Reason Candidate and 

Background LDA (RCB-LDA)  
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