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ABSTRACT : 

 Affinity propagation (AP) is a clustering 

method that can find data centers or clusters by 

sending messages between pairs of data points. Seed 

Affinity Propagation is a novel semi supervised text 

clustering algorithm which is based on AP. AP 

algorithm couldn’t cope up with part known data 

direct. Therefore, focusing on this issue a semi-

supervised scheme called incremental affinity 

propagation clustering is present in the paper where 

pre-known information is represented by adjusting 

similarity matrix The standard affinity propagation 

clustering algorithm also suffers from a limitation that 

it is hard to know the value of the parameter 

“preference” which can yield an optimal clustering 

solution. This limitation can be overcome by a method 

named, adaptive affinity propagation. The method first 

finds out the range of “preference”, then searches the 

space of “preference” to find a good value which can 

optimize the clustering result. 

Index Terms—Affinity propagation; incremental 

clustering; K-Medoids; nearest neighbor 

assignment 

I. INTRODUCTION  

Clustering is a process of organizing objects 

into groups whose members are similar in some way. 

Cluster analysis seeks to partition a given data set into 

groups based on specified features so that the data 

points within a group are more similar to each other  

 

than the points in different groups [1], Therefore, a 

cluster is a collection of objects that are similar among 

themselves and dissimilar to the objects belonging to 

other clusters. Text Clustering is to divide a set of text 

into cluster , so that text within each cluster are similar 

in content. Clustering is an area of research, finding its 

applications in many fields. One of the most popular 

clustering method is k-means clustering algorithm. 

Arbitrarily k- points are generated as initial centroids 

where k is a user specified parameter. Each point is 

then assigned to the cluster with the closest centroid 

then the centroid of each cluster is updated by taking 

the mean of the data points of each cluster. Some data 

points may move from one cluster to other cluster. 

Again calculate new centroids and assign the data 

points to the suitable clusters. Repeat the assignment 

and update the centroids, until convergence criteria are 

met. In this algorithm mostly Euclidean distance is 

used to find distance between data points and 

centroids. Standard K-Means method has two 

limitations: (1) the number of cluster needs to be 

specified first. (2) the clustering result is sensitive to 

the initial cluster centers . Traditional approaches for 

clustering data are based on metric similarities, i.e. 

symmetric, nonnegative, and satisfying the triangle 

inequality measures. More recent approaches, like 

Affinity Propagation (AP) algorithm [2], can take as 

input also general non metric similarities. In the 

domain of image clustering, AP can use as input 

metric selected segments of images pairs [3]. AP has 

been used to solve a wide range of clustering problems 
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[4] and individual preferences predictions [5].The 

clustering performance depends on the message 

updating frequency and similarity measure AP has 

been used in text clustering for its simplicity, good 

performance and general applicability. By using AP to 

preprocess text for text clustering. It was combined 

with a parallel strategy for e-learning resources 

clustering. But AP was used only as an unsupervised 

algorithm and did not consider any structural 

information derived from the specific documents. For 

text mining tasks, the vector space model (VSM), 

which treats a document as a bag of words and uses 

plain language words as features [6]. This model can 

represent the text mining problems directly and easily. 

With the increase of data set size, the vector space 

becomes sparse, high dimensional, and the 

computational complexity grows exponentially. In 

many practical applications, unsupervised learning is 

lacking relevant information whereas supervised 

learning needs an initial large number of class label 

information, which requires time and expensive human 

labor. [7], [8]. In recent years, semi-supervised 

learning has captured a great deal of attentions [9], 

[10]. Semisupervisedlearning is a machine learning in 

which the model is constructed using both labeled and 

unlabeled data for training—typically a small amount 

of labeled data and a large amount of unlabeled data 

II . RELATED WORK  

This section includes so far study on Affinity 

propagation. 

2.1 Affinity Propagation  

AP, a new and powerful technique for exemplar 

learning. It is a fast clustering algorithm especially in 

the case of large number of clusters and has some 

advantages: speed, general applicability and good 

performance. In brief , AP works based on similarities 

between pairs of data points and simultaneously 

considers all the data points as potential cluster centers 

called exemplar. It computes two kinds of messages 

exchanged between data points. The first one is called 

―responsibility‖ and the second one is ―availability‖. 

Affinity propagation takes as input a collection of real-

valued similarities between data points, where the 

similarity s(i,k) indicates how well the data point with 

index k is suited to be the exemplar for data point i. 

When the goal is to minimize squared error, each 

similarity is set to a negative squared error i.e 

Euclidean distance: For point’s xi and xk,  

s(i,k)=-||xi-xk||2 (1) 

The two kinds of messages are exchanged between 

data points, and each takes into account a different 

kind of competition. Messages can be combined at any 

stage to decide which points are exemplars and, for 

every other point, which exemplar it belongs to. The 

―availability‖ a(i, k) message is sent from candidate 

exemplar point j to point i and it reflects the 

accumulated evidence for how appropriate it would be 

for point i to choose point j as its exemplar. The 

responsibility‖ r(i, k) message is sent from data point i 

to candidate exemplar point j and it reflects the 

accumulated evidence for how well-suited point j is to 

serve as the exemplar for point i. At the beginning, the 

availabilities are initialized to zero: a(i ,j) = 0.Then, 

the responsibilities are computed using the rule  

r(i,k) ← s(i,k) ─ max{ a(i,k') + s(i,k')} (2) 

The availabilities are zero in the first iteration, r(i,k) is 

set to the input similarity between point i and k as its 

exemplar, minus the largest of the similarities between 

point i and other candidate exemplars. This update is 

data-driven and does not take into account how many 

other points favor each candidate exemplar. In later 

iterations, when some points are effectively assigned 

to other exemplars, their availabilities will drop below 

zero. These negative availabilities will decrease the 

effective values of some of the input similarities s(i,k′) 

, removing the corresponding candidate exemplars 

from competition. For k = i, the responsibility r(k,k) is 

set to the input preference that point k be chosen as an 

exemplar, s(k,k), minus the largest of the similarities 

between point i and all other candidate exemplars. 

This self-responsibility reflects that point k is an 

exemplar. 
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a(i,k) ←min{0, r(k,k) + ∑ max{0, r(i' ,k)}} (3)  

The availability a(i ,k) is set to the self responsibility 

r(k,k) plus the sum of the positive responsibilities 

candidate exemplar k receives from other points. For a 

good exemplar only the positive portions of incoming 

responsibilities are added to explain some data points 

well regardless of how poorly it explains other data 

points Negative self responsibilityr(k,k) indicates that 

point k is currently better suited as belonging to 

another exemplar rather than being an exemplar itself, 

the availability of point k as an exemplar can be 

increased if some other points have positive 

responsibilities for point k being their exemplar. The 

total sum is threshold to limit the influence of strong 

incoming positive responsibilities so that it cannot go 

above zero. The ―self-availability‖ a(k,k) is updated 

differently:  

a(i,k) ← ∑ max { 0, r(i', k)} (4) 

This message reflects that point k is an exemplar sent 

to candidate exemplar k from other points. The above 

update rules require only local and simple 

computations that are easily implemented in eq. (3) 

and messages need be exchanged between pairs of 

points with known similarities Availabilities and 

Responsibilities can be combined to identify 

exemplars at any point during affinity propagation. For 

point i, the value of k that maximizes a(i,k) + r(i,k) 

either identifies point i as an exemplar if k = i, or 

identifies the data point that is the exemplar for point i. 

After changes in the messages fall below a threshold , 

the message-passing procedure may be terminated 

after a fixed number of iterations. To avoid numerical 

oscillations that arise in some circumstances, it is 

important that they be damped when updating the 

messages. Each message is set to l times its value from 

the previous iteration plus 1 – λ times its prescribed 

updated value, where the damping factor l is between 

0 and 1. Each iteration of affinity propagation consists 

of : 1. Updating all responsibilities given the 

availabilities. 2. Updating all availabilities given the 

responsibilities and 3. Combining availabilities and 

responsibilities to monitor the exemplar decisions and 

terminate the algorithm. 2.1.1 Disadvantages of 

Affinity Propagation 1.It is hard to know the value of 

the parameter preferences which can yield an optimal 

clustering solution. 2.When oscillations occur, AP 

cannot automatically eliminate them. 2.2 Seeds 

Affinity Propagation Seeds Affinity Propagation is 

based on AP method. The main new features of the 

new 

Each iteration of affinity propagation consists of  

1. Updating all responsibilities given the availabilities.  

2. Updating all availabilities given the responsibilities 

and 

 3. Combining availabilities and responsibilities to 

monitor the exemplar decisions and terminate the 

algorithm.  

III INCREMENTAL AP CLUSTERING 

AP clustering has been successfully used in a 

series of problems, e.g., face recognition , fMRI 

data analysis , and document  Clustering . 

However, most of the applications deal with static 

data. Incremental AP clustering is still a difficult 

problem. The difficulty in incremental AP 

clustering is that: after affinity propagation, the 

first batch of objects have established certain 

relationships (nonzero responsibilities and 

nonzero availabilities) between each other, while 

new objects’ relationships with other objects are 

still at the initial level (zero responsibilities and 

zero availabilities). Objects arriving at different 

timestep are at the different statuses, so it is not 

likely to find the correct exemplar set by simply 

continuing affinity propagation in this case. 

Algorithm 1 IAPKM 

Input: Ut−1, ct−1, Xt; 

Output: ct; 

Steps: 
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1: Assign each new object to the current 

exemplars,and the label vector of all the 

newobjects is indicated by c∗t−1; 

2: Ut= Ut−1 ∪Xt, ct= [ct−1 c∗t]; 

3: Message-passing continues according to 

equation (6) and equation (7); 

4: Repeat Step 3 till convergence, ctis saved. 

Algorithm 1 presents IAPKM. Traditional 

AP clustering is implemented on the first 

batch of objects Ut−1, and the clustering 

result is ct−1. When a new batch of 

objects Xtare arriving, assign each new 

object to the currentexemplars. Renew 

available data set to Ut, and renew label 

vector ct−1 to ct. Then K-Medoids is 

implemented to modify the clustering result till to 

the end.Additionally, K-Medoids can modify the 

clustering result quickly, which makes IAPKM 

efficient enough to be used in dynamic 

environment. A disadvantage of IAPKM is that 

the number of clusters can not be adjusted 

according to the new arriving objects. That’s 

because that traditional K-Medoids can’t adjust 

the number of clusters automatically. In next 

section, we will propose an IAP clustering 

algorithm according to the second 

strategy, where the number of clusters can be 

adjusted automatically. 

 

IV.Partition Adaptive Affinity Propagation  
 

Affinity propagation exhibits fast execution speed 

and finds clusters with low error rate when 

clustering sparsely related data but its values of 

parameters are fixed. Partition adaptive affinity 

propagation can automatically eliminate 

oscillations and adjust the values of parameters 

when rerunning affinity propagation procedure to 

yield optimal clustering results, with high 

execution speed and precision [20] The premise is 

that both AP and AAP are a message 

communication process between data points in a 

dense matrix. The time spent is in direct ratio to 

the number of iterations. During each iteration of 

AP, each element r( i, k) of the responsibility 

matrix must be calculated once and each 

calculation must be applied to N-1 elements, 

where N is the size of the input similarity matrix, 

according to Eq.( 2).And each element of the 

availability matrix can be calculated in the same 

way. During an iteration of AAP, the convergent 

of K is detected but the execution speed is still 

much lower than AP. Partition adaptive affinity 

propagation (PAAP). This modified algorithm can 

eliminate oscillations by using the method of 

AAP. Our adaptive technique consists of two 

parts. One is called fine adjustment, another is 

coarse adjustment. Fine adjustment is used to 

decrease the values of parameter "preference 

"slowly, and coarse adjustment is used to rapidly 

decrease the values of preference 

correspondingly. The original similarity matrix is 

decomposed into sub-matrices to gain higher 

execution speed [21] [22], when executing our 

method. PAAP can yield optimal clustering 

solutions on both dense and sparse datasets. 

Assuming that Cmax is the expected maximal 

number of clusters, Cmin is the expected minimal 

number of clusters, and K (i) is the number of 

clusters in the iteration, and maxits is the maximal 

number of iterations. λstep and Pstep are the 

adaptive factors as in AAP. The PAAP algorithm 

goes as follows: 

 Algorithm PAAP algorithm:  
1. Execute AP procedure, get the number of 

clusters:K(i).  

2. If K(i) ≤ K(i + 1), then go to step 4. Else, count 

== 0, then go to step 3.  

3. λ←λ + λstep , then go to step 1. If A > 0.85, 

then p← p+ pstep ,s(i,i) ←p, Else go to step 1. 

 4. If │Cmax - K(i) │ > CK, then Astep == ─20 * 

│K(i) - Cmin │Go to step 6. Else, delay 10 

iterations and then go to step 5. 

 5. If K(i) ≤ K(i + 1), then count == cout + 1, 

Astep == count *Pstep. Go to step 6 or Else, go to 

step 1.  

6. p == p + Astep, then s(i, i) ← p.  
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7. If i == maxits or K(i) ~ Cmin, the algorithm 

terminates. Else, go to step 1. PAAP can find the 

true or better number of clusters with high 

execution speed on dense or sparse datasets , 

meanwhile, it can automatically detect the number 

oscillations and eliminate them. This verified that 

both acceleration technique and partition 

technique are effective. If Kpart s and A step 

(acceleration factor) is well chosen, the average 

number of iteration can be reduced effectively.  

4.1 Advantages of partition Adaptive affinity 

propagation. 

1. PAAP improved approach based on affinity 

propagation. It can automatically escape from the 

oscillation and adjust values of parameters λ and 

p. 

 

 V. CONCLUSION  
In this survey, various clustering approaches and 

algorithms in document clustering are described. . 

A new clustering algorithm which combines 

Affinity Propagation with semi supervised 

learning ,i.e Seeds Affinity Propagation algorithm 

is present. In comparison with the classical 

clustering algorithm k-means, SAP not only 

improves the accuracy and reduces the computing 

complexity of text clustering and but also 

effectively avoids being trapped in local minimum 

and random initialization. Whereas Incremental 

Affinity Propagation integrates AP algorithm and 

semi-supervised learning. The labeled data 

information is coded into similarity matrix. The 

Adaptive Affinity Propagation algorithm first 

computes the range of preferences, and then 

searches the space to find the value of preference 

which can generate the optimal clustering results 

compare to AP approach which cannot yield 

optimal clustering results because it sets 

preferences as the median of the similarities. The 

area of document clustering has many issues, 

which need to be solved. We hope , the paper 

gives interested readers a broad overview of the 

existing techniques. As a future work, 

improvement over the existing systems with better 

results which offer new information 

representation capabilities with different 

techniques can be attempted.  
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