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Abstract:-  

Uplift modeling is a branch of machine learning which aims at predicting the causal effect of an action 

such as a marketing campaign or a medical treatment on a given individual by taking into account 

responses in a treatment group, containing individuals subject to the action, and a control group serving 

as a background. The resulting model can then be used to select individuals for whom the action will be 

most profitable. This paper analyzes the use of ensemble methods: bagging and random forests in uplift 

modeling. We perform an extensive experimental evaluation to demonstrate that the application of those 

methods often results in spectacular gains in model performance, turning almost useless single models 

into highly capable uplift ensembles. The gains are much larger than those achieved in case of standard 

classification. We show that those gains are a result of high ensemble diversity, which in turn is a result 

of the differences between class probabilities in the treatment and control groups being harder to model 

than the class probabilities themselves. The feature of uplift modeling which makes it difficult thus also 

makes it amenable to the application of ensemble methods. As a result, bagging and random forests 

emerge from our evaluation as key tools in the uplift modeling toolbox.  

Keywords:- Uplift modeling ; Ensemble methods; Bagging; Random forests 

 
INTRODUCTION 

Machine learning is primarily concerned with the 

problem of classification, where the task is to predict, 

based on a number of attributes, the class to which an 

instance belongs, or the conditional probability of it 

belonging to each of the classes. Unfortunately, 
classification is not well suited to many problems in 

marketing or medicine to which it is applied. Consider a 

direct marketing campaign where potential customers 

receive a mailing offer. A typical application of machine 

learning techniques in this context involves selecting a 

small pilot sample of customers who receive the campaign. 

Next, a classifier is built based on the pilot campaign 

outcomes and used to select customers to whom the offer 

should be mailed. As a result, the customers most likely to 

buy after the campaign will be selected as targets. 

Unfortunately this is not what a marketer wants! Some of 
the customers would have bought regardless of the 

campaign; targeting them resulted in unnecessary costs. 

Other customers were actually going to make a purchase 

but were annoyed by the campaign. The result is a loss of a 

sale or even a complete loss of the customer (churn). While 

the second case may seem unlikely, it is a well known 

phenomenon in the marketing community (Hansotia and 

Rukstales 2002; Radcliffe and Surry 2011).  

In order to run a truly successful campaign, we 

need, instead, to be able to select customers who will buy 
because of the campaign, i.e., those who are likely to buy if 

targeted, but unlikely to buy otherwise. Similar problems 

arise in medicine where some patients may recover without 

actually being treated and some may be hurt by the 

therapy’s side effects more than by the disease itself. Uplift 

modeling provides a solution to this problem. The 

approach employs two separate training sets: treatment and 

control. The objects in the treatment dataset have been 

subject to some action, such as a medical treatment or a 

marketing campaign. The control dataset contains objects 

which have not been subject to the action and serve as a 
background against which its effect can be assessed. 

Instead of modeling class probabilities, uplift modeling 

attempts to model the difference between conditional class 

probabilities in the treatment and control groups. This way, 

the causal influence of the action can be modeled, and the 

method is able to predict the true gain (with respect to 

taking no action) from targeting a given individual. To 

date, uplift modeling has been successfully applied in real 

life business settings.  
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Applications have also been reported in 

minimizing churn at mobile telecoms (Radcliffe and 

Simpson 2008). Ensemble methods are a class of highly 

successful machine learning algorithms which combine 

several different models to obtain an ensemble which is, 

hopefully, more accurate than its individual members. The 

goal of this paper is to evaluate selected ensemble methods 
in the context of uplift modeling. Our comparison will be 

focused on bagging and Random Forests (which is a form 

of bagging using additional randomization), two very 

popular ensemble techniques, which, as we demonstrate, 

offer exceptionally good performance. Boosting, another 

important technique, is beyond the scope of this paper as 

adapting it to uplift modeling requires an extensive 

theoretical treatment and merits a separate investigation. 

Further, we provide an explanation for good performance 

of those methods which, in our opinion, is that the nature 

of uplift modeling naturally leads to highly diverse 
ensembles. The ‘uplift signal’ is weak compared to 

changes in conditional class probabilities which makes the 

prediction problems difficult; the members of the ensemble 

are thus very sensitive to noise introduced by random 

sampling and/or randomized decision tree splits which 

makes them very different from each other.  

In practice, uplift modeling is frequently applied 

in the marketing domain which in itself is likely (we do not 
have access to a large enough collection of real marketing 

datasets to demonstrate this experimentally) to promote 

ensemble diversity due to the so called correlation problem 

(Abe et al. 2004), i.e., the fact that predictor variables are 

usually very weakly correlated with customer behavior. 

The contribution of this paper is to provide a thorough 

analysis of ensemble methods in the uplift modeling 

domain. First we discuss how various types of uplift 

decision trees can be combined into ensembles. Then we 

provide an extensive experimental evaluation on real and 

artificial datasets showing excellent performance of such 
methods. We also discuss theoretical properties of uplift 

ensembles and provide an explanation for their good 

performance based on the concept of ensemble diversity. 

Although the use of ensemble methods in uplift modeling 

has already been mentioned in the literature Radcliffe and 

Surry (2011) and Guelman et al. (2012), to the best of our 

knowledge this is the first detailed treatment of the subject 

including both theoretical analysis and thorough 

experimental verification. 

UPLIFT MODELING 

In this section we will discuss the state of the art 

and introduce the notation used in the paper. We begin, 

however, by mentioning the biggest challenge one 

encounters when designing uplift modeling algorithms. 

The problem has been known in statistical literature (see 

e.g. Holland (1986)) as the Fundamental Problem of 

Causal Inference. For every individual, only one of the 

outcomes is observed, after the individual has been subject 

to an action (treated) or when the individual has not been 

subject to the action (was a control case), never both. 

Essentially this means that we do not know whether the 

action was beneficial for a given individual and, therefore, 

cannot assess model’s decisions at the level of individuals. 
This is different from classification, where the true class of 

an individual is known, at least in the training set. 

RELATED WORK 

Despite its practical appeal, uplift modeling has 

received surprisingly little attention in the literature. In this 

section we will present the related work. We begin with the 

motivation for uplift modeling and related techniques and a 

brief overview of ensemble methods, then we discuss the 

available uplift modeling algorithms, and finally present 

current references on using ensemble methods with uplift 

models. The first publication explicitly discussing uplift 

modeling was Radcliffe and Surry (1999). It presents a 

thorough motivation including several use cases. General 

discussions of uplift modeling and its applications can also 

be found in Hansotia and Rukstales (2002) and Radcliffe 
and Surry (2011). Experiments involving control groups 

are becoming common in website optimization, where they 

are used with so called A/B tests or multivariate tests 

(Kohavi et al. 2009).  

The focus of those methods is, however, different 

from uplift modeling as their main goal is to verify the 

overall effectiveness of a change in website design, not 
selecting the right design for each customer (looking into 

specific subgroups is usually mentioned only in the 

diagnostic context). Another related technique is action 

rule discovery (Adomavicius and Tuzhilin 1997; Ra´s et al. 

2009) which is concerned with finding actions which 

should be taken to achieve a specific goal. This is different 

from uplift modeling which aims at identifying groups on 

which a predetermined action will have the most positive 

effect. Contrast sets introduced by Bay and Pazzani (2001) 

allow for finding subgroups in two datasets on which a 

specified quantity differs significantly. This is different 

from uplift modeling which aims at predicting this 
difference at the level of single records. The most popular 

ensemble methods are bagging (Breiman 1996), boosting 

(Freund and Schapire 1997) and Random Forests (Breiman 

2001). Other ensemble methods exist, such as Extremely 

Randomized Trees (Geurts et al. 2006) or Random 

Decision Trees (Fan et al. 2003). Essentially, those 

methods differ by the way randomness is injected into the 

tree learning algorithm to ensure that models in the 

ensemble are diverse. In Liu et al. (2008) a unifying 

framework is proposed which encompasses many 

approaches to randomization. As we mentioned in Sect. 1, 
this paper will only look into bagging and Random Forests. 
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BAGGING AND RANDOM 

FORESTS FOR UPLIFT MODELING 

 

In this section we discuss modifications to ensemble 
methods needed to apply them to the task of uplift 
modeling. We begin by describing the base learners 
we are going to use, then we talk about 
implementations of uplift bagging and Random 
Forests. 

a) Base learners  

As our base learners we are going to use both 

dedicated uplift decision trees and the double classifier 

models. For the double classifier approach we used 

pairs of unpruned J4.8 decision trees from the Weka 

package. This is a version of the well known C4.5 

learner and is not discussed here in detail, see Quinlan 

(1992) and Witten and Frank (2005). As a second type 

of base learner we are going to use E-divergence based 

uplift decision trees proposed in Rzepakowski and 

Jaroszewicz (2010, 2012). For the sake of 
completeness, we will now describe the method 

briefly. A single tree is built by simultaneously 

splitting the treatment and control training sets. At 

each level of the tree the test is selected such that the 

divergence between class distributions in the treatment 

and control groups is maximized after the split. 

Various measures of the divergence lead to different 

splitting criteria. 

 

Fig. 1 Bagging algorithm for uplift models 

The trees used as base learners for the ensembles 

are not pruned. Our experiments confirmed that 

unpruned trees outperform pruned trees as ensemble 

members. Single pruned trees are however included in 

our experiments for comparison. In Rzepakowski and 

Jaroszewicz (2012) a pruning strategy based on so 

called maximum class probability difference criterion 
was proposed. Here we use a different approach based 

on Areas Under the Uplift Curves (AUUCs), which we 

found to perform better. Uplift curves are used to 

assess performance of uplift models and are discussed 

in detail in Sect. 4.2. The approach works by splitting 

available data into training and validation sets. The 

tree is built on the training datasets (treatment and 

control), then, for each node, the validation AUUC of 

the subtree rooted at that node is compared to the 

AUUC we would obtain had the subtree been replaced 

with a single leaf. If the latter is larger, the subtree is 
pruned.This is a direct adaptation of classical tree 

pruning based on validation sets. 

b) Bagging of uplift models:- 

 

The bagging algorithm adapted to the 

uplift modeling problem. Overall, the algorithm is 

almost identical to classical bagging used for 

classification (Breiman 1996). The only 
difference is that two bootstrap samples are now 

taken independently from the treatment and 

control datasets and that members of the ensemble 

are each built on a pair of samples. Note that we 

are averaging the predicted net gains, that is the 

predicted differences between success 

probabilities in the treatment and control groups 

(Eq. 2). Of course one can use any type of uplift 

model as the base learner, including double 

classifiers. It turns out that the latter case is 

equivalent to using a double classifier consisting 
of two bagged classifier ensembles, one built on 

the treatment, the other on the control dataset. 
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c) Random forests for uplift modeling:- 

 

 In case of Random Forest classifiers we 

tested both the method proposed by Guelman and 

others in Guelman et al. (2012), which we call 

Uplift Random Forests, and ensembles of double 
randomized decision trees, which we call Double 

Uplift Random Forests. Uplift Random Forests 

work the same as bagged E-divergence based 

uplift decision trees, except that extra 

randomization is added to the test selection 

process while building ensemble members: the 

test for each node in a tree is selected based only 

on a randomly selected subset of available 

attributes. Figure 2 shows the algorithm for 

building a single member tree of an Uplift 

Random Forest. The original paper Guelman et al. 

(2012) used KL-divergence based test selection 
proposed in Rzepakowski and Jaroszewicz 

(2010). Here we used the Euclidean distance 

based criterion (see previous section).  

 

The number k of randomly selected 

attributes was chosen to be the ceiling of the 

square root of the total number of attributes. 

Construction of the tree was stopped when either 

no more than 3 training records remained in the 

treatment or control training sets or the tree height 

exceeded 20. Those values were chosen arbitrarily 
to prevent excessively large trees. Building larger 

trees had very little impact on the results. Of 

course, it is also possible to build a random forest 

composed of double randomized decision trees, 

one built on a bootstrap sample DT i taken from 

the treatment dataset, the other on a sample DC i 

taken from the control dataset. We call such 

models Double Uplift Random Forests. Note that 

this approach involves stronger randomization as 

each tree constructed on the treatment set is 

randomized independently of trees constructed on 

the control. By an argument analogous to the one 

for bagging, such an uplift model is equivalent to 

a double classifier model consisting of two 

Random Forest classifiers. In our experiments we 

used Weka’s RandomTree classifier to construct 
members of the ensemble. Unfortunately the 

RandomTree class uses a slightly different 

splitting criterion than J4.8 tree which we use in 

bagged double classifiers. The former uses raw 

entropy gain and the latter uses entropy gain ratio, 

i.e., the gain is divided by the entropy of the test 

itself. Moreover J4.8 uses heuristics to eliminate 

tests with very low entropies, see Quinlan (1992) 

for details. This makes comparison of bagged 

double classifiers with Double Uplift Random 

Forests more difficult, but we chose not to modify 
the implementations of Weka tree learners as they 

are a standard used by the community, and since 

neither criterion is uniformly better than the other. 

CONCLUSIONS 

The paper presented a theoretical and 

experimental investigation of the effectiveness of ensemble 

methods in uplift modeling. The analysis includes two 

practically important types of uplift models: the double 

classifier approach and trees which model the net gain 

directly. Although uplift ensembles have been mentioned 

before in the literature, this paper is the first to provide a 

thorough analysis and evaluation, and the first to point out 

that uplift modeling is especially well suited to the 

application of such methods. Our experiments on real and 

artificial data demonstrate that ensemble methods often 
bring dramatic improvements in performance, turning 

useless single trees into highly capable ensembles. In some 

cases the Area Under the Uplift Curve of an ensemble was 

triple that of the base learner. We demonstrate that features 

specific to uplift modeling naturally promote high of 

diversity of ensemble members. Interestingly, this is 

especially true in cases where uplift modeling itself is 

difficult.  

FUTURE WORK 

we compare bagging and Random Forests in the 

uplift modeling context. We show that Random Forests 

provide more diverse ensembles at the expense of their 

members being slightly weaker. In practice both methods 

perform very well; which one is better is very much case 

dependent. Random Forests outperform bagging only if 
increased diversity is able to offset the decrease in 

individual members’ strength. The most important 

conclusion of the paper is that ensemble methods come out 

from the analysis as key uplift modeling tools capable of 
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achieving excellent results. The improvements are 

typically much bigger than in the case of classification 

where ensembles are most commonly applied. 
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