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Abstract — 
 Stochastic model to evaluate the performance of an 

IaaS cloud system. Data center management is a key 

problem due to the numerous and heterogeneous 

strategies that can be applied, ranging from the VM 
placement to the federation with other clouds. 

Performance evaluation of cloud computing 

infrastructures is required to predict and quantify the 
cost-benefit of a strategy portfolio and the 

corresponding quality of service (QoS) experienced by 

users. Such analyses are not feasible by simulation or 

on-the-field experimentation, due to the great number 
of parameters that have to be investigated. In this 

paper, we present an analytical model, based on 

stochastic reward nets (SRNs), that is both scalable to 
model systems composed of thousands of resources 

and flexible to represent different policies and cloud-

specific strategies. Several performance metrics are 
defined and evaluated to analyze the behavior of a 

cloud data center: utilization, availability, waiting 

time, and responsiveness. A resiliency analysis is also 

provided to take into account load bursts. Finally, a 
general approach is presented that, starting from the 

concept of system capacity, can help system managers 

to opportunely set the data center parameters under 
different working conditions. 

 

Keywords — Cloud computing; stochastic reward 
nets; cloud-oriented performance metrics; resiliency; 

responsiveness 

 

I. Introduction 

 

In a market-oriented area, such as the cloud computing, 

an accurate evaluation of these parameters is required 
to quantify the offered QoS and opportunely manage 

SLAs.Cloud computing is a promising technology able 

to strongly modify the way computing and storage 

resources  will be accessed in the near future [1].  

 
Through the provision of on-demand access to virtual 

resources available on the Internet, cloud systems offer 

services at three different levels: infrastructure as a 

service (IaaS), platform as a service (PaaS), and 
software as a service (SaaS). In particular, IaaS clouds 

provide users with computational resources in the form 

of virtual machine (VM) instances deployed in the 
provider data center, while PaaS and SaaS clouds offer 

services in terms of specific solution stacks and 

application software suites, respectively. To integrate 

business requirements and application-level needs, in 
terms of quality of service (QoS), cloud service 

provisioning is regulated by service-level agreements 

(SLAs): contracts between clients and providers that 
express the price for a service, the QoS levels required 

during the service provisioning, and the penalties 

associated with the SLA violations. In such a context, 
performance evaluation plays a key role allowing 

system managers to evaluate the effects of different 

resource management strategies on the data center 

functioning and to predict the corresponding 
costs/benefits. 

 

Cloud systems differ from traditional distributed 
systems. First of all, they are characterized by a very 

large number of resources that can span different 

administrative domains. Moreover, the high level of 
resource abstraction allows us to implement particular 

resource management techniques such as  M 

multiplexing [2] or VM live migration [3] that, even if 

transparent to final users, have to be considered in the 
design of performance models to accurately 

understand the system behaviour. Finally, different 

clouds, belonging to the same or to different 
organizations, can dynamically join each other to 

achieve a common goal, usually represented by the 

optimization of resources utilization. This mechanism, 

referred to as cloud federation [4], allows us to provide 
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and release resources on demand, thus providing 
elastic capabilities to the whole infrastructure. 

 

For these reasons, typical performance evaluation 
approaches such as simulation or on-the-field 

measurements cannot be easily adopted. Simulation 

[5], [6] does not allow us to conduct comprehensive 

analyses of the system performance due to the great 
number of parameters that have to be investigated. On-

the-field experiments [7], [8] are mainly focused on 

the offered QoS; they are based on a black box 
approach that makes difficult to correlate obtained data 

to the internal resource management strategies 

implemented by the system provider. On the contrary, 
analytical techniques [9], [10] represent a good 

candidate, thanks to the limited solution cost of their 

associated models. However, to accurately represent a 

cloud system, an analytical model has to be Scalable. 
To deal with very large systems composed of hundreds 

or thousands of resources Flexible. Allowing us to 

easily implement different strategies and policies and 
to represent different working conditions. The 

proposed model is scalable enough to represent 

systems composed of thousands of resources and it 
makes possible to represent both physical and virtual 

resources exploiting cloud-specific concepts such as 

the infrastructure elasticity. With respect to the 

existing literature, the innovative aspect of the present 
work is that a generic and comprehensive view of a 

cloud system is presented. Low-level details, such as 

VM multiplexing, are easily integrated with cloud-
based actions such as federation, allowing us to 

investigate different mixed strategies. 

 

 
 

An exhaustive set of performance metrics is defined 
regarding both the system provider (e.g., utilization) 

and the final users (e.g., responsiveness). Moreover, 

different working conditions are investigated and a 
resiliency analysis is provided to take into account the 

effects of load bursts. Finally, to provide a fair 

comparison among different resource management 

strategies, also taking into account the system 
elasticity, a performance evaluation approach is 

described. Such an approach, based on the concept of 

system capacity, presents a holistic view of a cloud 
system and it allows system managers to study the 

better solution with respect to an established goal and 

to opportunely set the system parameters. 
 

II .PROBLEM STATEMENT 

Performance evaluation of cloud computing 

infrastructures is required to predict and quantify the 
cost-benefit of a strategy portfolio and the 

corresponding quality of service (QoS) experienced by 

users. Such analyses are not feasible by simulation or 
on-the-field experimentation, due to the great number 

of parameters that have to be investigated. In this 

paper, we present an analytical model, based on 
stochastic reward nets (SRNs), that is both scalable to 

model systems composed of thousands of resources 

and flexible to represent different policies and cloud-

specific strategies. Several performance metrics are 
defined and evaluated to analyze the behavior of a 

cloud data center: utilization, availability, waiting time, 

and responsiveness. In this paper, we have presented a 
stochastic model to evaluate the performance of an 

IaaS cloud system.  

 

III .RELATED WORK 

Finally, with respect to the arrival process, we will 

investigate three different scenarios. In the first one 

(constant arrival process), we assume the arrival 
process be a homogeneous Poisson process with rate. 

However, large scale distributed systems with 

thousands of users, such as cloud systems, could 
exhibit self-similarity/long-range dependence with 

respect to the arrival process [7]. For these reasons, to 

take into account the dependences of the job arrival 

rate on both the days of a week and the hours of a day, 
in the second scenario (Periodic arrival process),  
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We also choose to model the job arrival process as a 
Markov Modulated Poisson Process (MMPP). To 

capture the main features of a typical IaaS cloud, we 

make use of SRNs [11]. SRNs are an extension of 
generalized stochastic Petri Nets (GSPNs) [14] that 

allow us to associate reward rates with the marking 

(i.e., the distribution of tokens in the various places) 

[9]. In the reminder of the paper, we will use the 
notation P# to refer to the number of token in place P. 

Moreover, in the function definitions, we adopt a C-

like syntax using the ternary operator (? :) instead of 
the if _ else construct. We give a formal overview of 

the SRN notation in the Appendix A of the 

supplementary file available online. The proposed 
SRN cloud performance model is depicted in Fig. 2. 

Transition Tarr models the arrival process. If the 

constant arrival process is taken into account, we can 

characterize transition Tarr with an exponentially 
distributed firing time with mean. 

 

Modeling Cloud Federation 
 

Federation with other clouds is modeled allowing 

tokens in place Pqueue to be moved, through transition 
tupload, in the upload queue represented by place 

Psend. In accordance with the assumptions made 

before, transition tupload is enabled only if the number 

of tokens in place Pqueue is greater than Q and the 
number of tokens in place Psend is less than D. 

Moreover, to take into account the federated cloud 

availability, concurrent enabled transitions tupload and 
tdrop are managed by setting their weights with the 

values af and 1-af, respectively. To respect the 

scalability requirement of the proposed model, we 

need to analyze its complexity. In particular, we are 
interested in the analysis of the state-space cardinality 

that is the parameter that mainly influences the 

performance of the numerical solution techniques. The 
state space S of the model is given by the set of all its 

tangible markings [8]. Considering the SRN of Fig. 2 

and the corresponding guard functions, we can make 
some considerations on the token distributions. SRNs 

allow us to define reward functions that can be 

associated to a particular state of the model to evaluate 

the performance level reached by the system during 
the sojourn in that state [11]. The expected data center 

utilization U can be computed as the ratio between the 

number of physical resources used at steady state and 
the total number N of physical resources. It is the 

steady-state probability R that the system is able to 

accept a request within a given time deadline _. The 
computation of such a parameter requires the 

knowledge of the waiting time cumulative distribution 

function (CDF). Through a transient solution of the 
cloud performance model of Fig. 2, it is possible to 

investigate the trend over time of some performance 

metrics. Such an analysis is straightforward to assess 
the resiliency of the cloud infrastructure, in particular 

when the load is characterized by bursts. In fact, even 

if the infrastructure is optimally sized with respect to 

the expected load, during a load burst, users can 
experience a degradation of the perceived QoS with 

corresponding violations of SLAs. For this reason, it is 

needed to predict the effects of a particular load 
condition to study the ability of the system to react to 

an overload situation. 

 

 
 

To this end, it is possible to apply the tagged customer 

technique [10], [11] by modifying the SRN model to 
isolate the behavior of a single user request u and to 

observe its movements through the system. In the 

tagged customer model shown in Fig. 3, the system 

queue is modelled through two places. Place 
Pcustomer contains a single token that represents the 

arrival of request u. The P tokens initially present in 

place Pqueue represent the number of requests still 
waiting in the queue when u arrives, while the M1 and 

M2 tokens initially present in places Pres and Prun 

represent the corresponding system status. The FIFO 

policy is modeled through transition tfifo that is 
enabled only when place Pqueue is empty. Transitions 

tlocal and Tserv behave as in the model of Fig. 2. 

 
The bursty arrival process is modeled by opportunely 

changing the exponentially distributed firing time of 

the transition Tarr in the cloud performance model 
through the adoption of the technique described in [12], 

[13]. First of all, we can identify three temporal phases: 

In each phase, the model is solved in transitory by 

setting the firing rate of Tarr with the corresponding 
mean value. During the resiliency analysis, we are 

interested in the quantitative evaluation of the 

performance degradation experienced by the system 
during a load burst. To this end, we propose some 
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temporal indices (see Fig. 4) able to capture the 
performance degradation trend. Such indices can be 

applied to both the Availability and Instant service 

probability metrics. 
 

 
 

As can be observed, the Federation strategy increases 
the 0.05-degradation time of 25 minutes with respect 

to the Base configuration and of a value ranging from 

3 to 5 minutes with respect to the other strategies. 
Then, using such a strategy the system is able to 

maintain its performance for a longer time, thus 

reducing the QoS degradation. Similar consideration 
can be made with respect to the 0.05-recovery time; in 

this case, the Federation strategy produces the shortest 

time interval. Such a trend is also confirmed by the 

value of MPL (%) that, in the case of the Federation 
strategy, is reduced by half with respect to the Base 

configuration. On the other hand, observing the data 

referred to the instant service probability, we can 
quantify the improvements obtained using the 

Multiplexing strategy. From a user perspective, we 

will investigate the impact of the system capacity on 

the total service time (i.e., the sum of the waiting time 
and the service time) and on the system 

responsiveness. In fact, taking as reference the Base 

configuration, we can observe that the 0.05-
degradation time is increased by 20 minutes, while the 

0.05-recovery time is reduced by more than 100 

minutes. Moreover, we can argue that the Federation 
strategy does not influence such a system performance 

index and that the Queuing strategy gives rise to the 

worst results, in particular with respect to the 0.05-

recovery time that reaches a value near to 7 hours 
(very high if compared with burst duration of about 1 

hour). Finally, the high values of MPL (%) confirm 

that such a performance metric is strongly influenced 
by a burst load. 

 

IV Conclusion 
 

In a market-oriented area, such as the cloud computing, 

an accurate evaluation of these parameters is required 

to quantify the offered QoS and opportunely manage 
SLAs In this paper, we have presented a stochastic 

model to evaluate the performance of an IaaS cloud 

system. Several performance metrics have been 
defined, such as availability, utilization, and 

responsiveness, allowing us to investigate the impact 

of different strategies on both provider and user point 

of views. Future works will include the analysis of 
autonomic techniques able to change on-the-fly the 

system configuration to react to a change on the 

working conditions. We will also extend the model to 
represent PaaS and SaaS cloud systems and to 

integrate the mechanisms needed to capture VM 

migration and data center consolidation aspects that 
cover a crucial role in energy saving policies. 
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