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Abstract— 

Data mining extract pattern/ knowledge from a large amount of database. In the applications that are based on 

the information sharing and additional challenges, when dealing with the data that containing sensitive or 

private information. There is no any common data mining techniques available that dealing with the private 

information without any leakage. There for the knowledge extracted from such data may disclose pattern with 

sensitive/ private information. This may put privacy on the individual/ group of parties. In the few last years, 

privacy preserving data mining has attracted the research interest and potential for wide area of applications. 

There are many techniques for privacy preservation like cryptography; anonymity and randomization etc. have 

been experimented for privacy preservation in data mining. In this paper we analyzed the different partitioning 

algorithm that is useful for partitioning the database in distributed environments.  
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1. Introduction 

Due to the increased demand for knowledge 

discovery [1] [2] [3] in all industrial domains, it 

is necessary to store all the raw data and to 

provide useful patterns with respective to the 

user needs. Generally, the storage of all raw data 

will be done in a database maintained by 

respective organizations. Data mining 

techniques are available to retrieve useful 

information from large database. Prediction and 

description are the two fundamental goals of 

data mining. To full fill these goals many data 

mining techniques exist such as association 

rules, classification, clustering and so on. 

Among these, association rule has wide 

applications to discover interesting relationship 

among attributes in large databases [5] [6] [7]. 

Association rule mining is used to find the rules 

which satisfy the user specified minimum 

support and minimum confidence. In the 

process of finding association rules, the set of 

frequent item sets are computed as the first step 

and then association rules are generated based 

on these frequent item sets. 

 

2.  Database 
A collection of related data, information and 

related pieces of data representing/capturing the 

information about a real-world enterprise or part 

of an enterprise. Collected and maintained to 

serve specific data management needs of the 

enterprise. Activities of the enterprise are 

supported by the database and continually 

update the database An Example University 

Database: Data about students, faculty, courses, 

research-laboratories, course 

registration/enrollment etc.   

Two types of database environments exist 

namely centralized and distributed. In contrast 

to the centralized data base model, the 

distributed data base model assumes that the 

data base is partitioned into disjoint fragments 

and each fragment is assigned to one site. The 

issue of privacy arises when the data is 

distributed among multiple sites and no site 

owner wish to provide their private data to other 

sites but they are interested to know the global 

results obtained from the mining process. 
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The main aim in many distributed methods for 

privacy preserving data mining is to allow 

useful aggregate computations on the complete 

data set by preserving the privacy of the 

individual sites data/information. 

 

3.  Data Mining and Techniques 

Data Mining is the analysis of (often large) 

observational data sets to find unsuspected 

relationships and to summarize the data in novel 

ways that are both understandable and useful to 

the owner [14]. There are many different data 

mining functionalities. A brief definition of each 

of these functionalities is now presented. The 

definitions are directly collated from [13]. Data 

characterization is the summarization of the 

general characteristics or features of a target 

class of data. Data Discrimination, on the other 

hand, is a comparison of the general features of 

target class data objects with the general 

features of objects from one or a set of 

contrasting classes. Association analysis is the 

discovery of association rules showing attribute 

value conditions that occur frequently together 

in a given set of data. Classification is the 

process of finding a set of models (or functions) 

that describe and distinguish data classes or 

concepts, for the purpose of being able to use 

the model to predict the class of objects whose 

class label is unknown. The derived model can 

be represented in various forms, such as 

classification rules, decision trees, mathematical 

formulae, or neural networks. Unlike 

classification and prediction, which analyze 

class-labeled data objects, clustering analyzes 

data objects without consulting a known class 

label. Outlier Analysis attempts to find outliers 

or anomalies in data. A detailed discussion of 

these various functionalities can be found in 

[13]. Even an overview of the representative 

algorithms developed for knowledge discovery 

is beyond the scope of this dissertation. The 

interested person is directed to the many books 

which amply cover this in detail [19],[13],[14]. 

 

 

4. Distributed Database 

A distributed database is a database in which 

storage devices are not all attached to a common 

processing unit such as the CPU, controlled by a 

distributed database management system 

(together sometimes called a distributed 

database system). It may be stored in multiple 

computers, located in the same physical 

location; or may be dispersed over a network of 

interconnected computers. Unlike parallel 

systems, in which the processors are tightly 

coupled and constitute a single database system, 

a distributed database system consists of 

loosely-coupled sites that share no physical 

components. System administrators can 

distribute collections of data (e.g. in a database) 

across multiple physical locations. A distributed 

database can reside on network servers on the 

Internet, on corporate intranets or extranets, or 

on other company networks. Because they store 

data across multiple computers, distributed 

databases can improve performance at end-user 

worksites by allowing transactions to be 

processed on many machines, instead of being 

limited to one. Two processes ensure that the 

distributed databases remain up-to-date and 

current: replication and duplication. 

 

4.1 Replication: It involves using specialized 

software that looks for changes in the 

distributive database. Once the changes have 

been identified, the replication process makes 

all the databases look the same. The replication 

process can be complex and time-consuming 

depending on the size and number of the 

distributed databases. This process can also 

require a lot of time and computer resources. 

 

4.2 Duplication:  It basically identifies one 

database as a master and then duplicates that 

database. The duplication process is normally 

done at a set time after hours. This is to ensure 

that each distributed location has the same data. 

In the duplication process, users may change 
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only the master database. This ensures that local 

data will not be overwritten. Both replication 

and duplication can keep the data current in all 

distributive locations. Besides distributed 

database replication and fragmentation, there are 

many other distributed database design 

technologies. For example, local autonomy, 

synchronous and asynchronous distributed 

database technologies. These technologies' 

implementation can and does depend on the 

needs of the business and the 

sensitivity/confidentiality of the data stored in 

the database, and hence the price the business is 

willing to spend on ensuring data security, 

consistency and integrity. The classification of 

distributed database as homogeneous or 

heterogeneous database 

 

1. Homogeneous Distributed Database: 

It has identical software and hardware 

running all databases instances, and may 

appear through a single interface as if it 

were a single database.  

2. Heterogeneous Distributed Database:  
It has different hardware, operating 

systems, database management systems, 

and even data models for different 

databases. 

 

5.  Homogeneous DDBMS 
In a homogeneous distributed database all sites 

have identical software and are aware of each 

other and agree to cooperate in processing user 

requests. Each site surrenders part of its 

autonomy in terms of right to change schema or 

software. A homogeneous DDBMS appears to 

the user as a single system. The homogeneous 

system is much easier to design and manage. 

The following conditions must be satisfied for 

homogeneous database: 

1. The operating system used, at each 

location must be same or compatible.  

2. The data structures used at each location 

must be same or compatible. 

3. The database application (or DBMS) 

used at each location must be same or 

compatible. 

 

6. Heterogeneous DDBMS 
In a heterogeneous distributed database, 

different sites may use different schema and 

software. Difference in schema is a major 

problem for query processing and transaction 

processing. Sites may not be aware of each 

other and may provide only limited facilities for 

cooperation in transaction processing. In 

heterogeneous systems, different nodes may 

have different hardware & software and data 

structures at various nodes or locations are also 

incompatible. Different computers and 

operating systems, database applications or data 

models may be used at each of the locations. For 

example, one location may have the latest 

relational database management technology, 

while another location may store data using 

conventional files or old version of database 

management system. Similarly, one location 

may have the Windows NT operating system, 

while another may have UNIX. Heterogeneous 

systems are usually used when individual sites 

use their own hardware and software. On 

heterogeneous system, translations are required 

to allow communication between different sites 

(or DBMS). In this system, the users must be 

able to make requests in a database language at 

their local sites. Usually the SQL database 

language is used for this purpose. If the 

hardware is different, then the translation is 

straightforward, in which computer codes and 

word-length is changed. The heterogeneous 

system is often not technically or economically 

feasible. In this system, a user at one location 

may be able to read but not update the data at 

another location. 

 

7.  Vertical Partitioning 

Vertical partitioning (a.k.a. heterogeneous 

distribution) of data implies that though 

different sites gather information about the same 
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set of entities, they collect different feature sets. 

For example, financial transaction information 

is collected by banks, while the IRS collects tax 

information for everyone. An illustrative 

example of vertical partitioning and the kind of 

useful knowledge we can hope to extract is 

given in Figure 1. The figure describes two 

databases; one contains medical records of 

people while another contains cell phone 

information for the same set of people. Mining 

the joint global database might reveal 

information like Cell phones with Li/Ion 

batteries lead to brain tumors in diabetics. 

 

 

Figure1: Shows Vertical Partitioned Database 

 

Unless otherwise stated, the model assumed is 

as follows:  

There are k parties, P0………. Pk-1 . There are a 

total of n transactions for which information is 

collected. Party Pi collects information about mi 

attributes, such that m = is the total 

number of attributes/features. This thesis only 

considers privacy-preserving data mining in the 

case of vertical partitioning of data. For the sake 

of completeness, the following section gives 

some detail on horizontal partitioning of data. 

 

8. Horizontal Partitioning 

In horizontal partitioning (a.k.a. homogeneous 

distribution), different sites collect the same set 

of information, but about different entities. An 

example of that would be grocery shopping data 

collected by different supermarkets (also known 

as market-basket data in the data mining 

literature). Figure 2 illustrates horizontal 

partitioning and shows the credit card databases 

of two different (Local) credit unions. Taken 

together, one may find that fraudulent customers 

often have similar transaction histories, etc. 

 
Figure 2: Shows Horizontal Partitioned 

Database 

 

These different partitioning pose different 

problems, leading to different algorithms for 

privacy- reserving data mining. 

 

9. Secure Multiparty Computation 

Consider a set of parties who do not trust each 

other, or the channels by which they 

communicate. Still, the parties wish to correctly 

compute some common function of their local 

inputs, while keeping their local data as private 

as possible. This, in a nutshell, is the problem of 

Secure Multiparty Computation (SMC). It is 

clear that the problem we wish to solve, 

privacy-preserving data mining, is a special case 

of the secure multi-party computation problem. 

Before proposing algorithms that preserve 

privacy, it is important to define the notion of 

privacy. The framework of secure multiparty 

computation provides a solid theoretical 

underpinning for privacy. The key notion is to 

show that a protocol reveals nothing except the 
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results. This is done by showing how everything 

seen during the protocol can be simulated from 

knowing the input and the output of the 

protocol. Yao first postulated the two-party 

comparison problem (Yao's Millionaire 

Protocol) and developed a provably secure 

solution. This was extended to multiparty 

computations (for any computable functionality) 

by Goldreich et al. [20] and to the malicious 

model of computation by Ben-Or et al. [11]. 

Overall, a framework was developed for secure 

multiparty computation. Goldreich [19] shows 

that computing a function privately is equivalent 

to computing it securely. We now cover some of 

the different models of computation in SMC. 

 

9.1 Trusted Third Party Model 

The gold standard for security is the assumption 

that we have a trusted third party to whom we 

can give all data. The third party performs the 

computation and delivers only the results 

{except for the third party, it is clear that 

nobody learns anything not inferable from its 

own input and the results. The goal of secure 

protocols is to reach this same level of privacy 

preservation, without the (potentially insoluble) 

problem of finding a third party that everyone 

trusts. 

 

 9.2 Semi-honest Model 

The Semi-honest model is also known in the 

literature as the honest-but-curious model. A 

semi-honest party follows the rules of the 

protocol using its correct input, but after the 

protocol is free to use whatever it sees during 

execution of the protocol to compromise 

security / privacy. 

 

Conclusion 

In this paper we analyzed the different 

distributed database approach for dividing the 

centralized database into distributed database by 

using partitioning algorithm, and also this paper 

gives the details to how to preserve our 

distributed database from unauthorized access 

from the unauthenticated persons.    
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