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Abstract:  

Data mining is to extract or mine data from large amounts of database. However, data is often collected 

by several different sites. Among these, association rule mining has wide applications to discover 

interesting relationships among attributes. In many organizations the database may exist in centralized 

or in distributed environment. In distributed environment, database may be partitioned in different ways 

such as horizontally partitioned, vertically partitioned and mixed mode. The paper presents privacy 

preserving data mining algorithms operating over vertically partitioned data. In this paper, we 

represent the communication among the sites and data transformation between these sites with the help 

of algorithm in distributed environment.  
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1. Introduction  

The main aim of data mining [1] [2] [3] 

technology is to explore hidden information from 

large databases. Many data mining techniques 

are exist such as association rule mining, 

clustering, classification and so on are well 

known and have wide applications in the real 

world. The issue of privacy arises in two 

situations namely centralized and distributed 

environment [4] [5] [6]. In centralized 

environment, database is available in single 

location and the multiple users are allowed to 

access the database .The main aim of privacy 

preserving data mining in this situation is to 

perform the mining process by hiding sensitive 

data/information from users. In distributed 

environment, the database is available across 

multiple sites and the main aim of privacy 

preserving data mining in this environment is to 

find the global mining results by preserving the 

individual sites private data/information. Every 

site can access the global results [7] [8] [9], 

which are useful for analysis. 

  

1.1 Database  

A collection of related data, information and 

related pieces [10] [11] of data representing 

/capturing the information about a real-world 

enterprise or part of an enterprise. An Example 

University Database: Data about students, 

faculty, courses, research-laboratories, course 

registration/enrollment etc.  

 

1.2 Distributed Database  

A distributed database is a database in which 

storage devices [12] [13] are not all attached to a 

common processing unit such as the CPU, 

controlled by a distributed database management 

system (together sometimes called a distributed 

database system).  In distributed database 

environment, the database among different sites 

can be partitioned as horizontally, vertically and 

mixed mode. Many privacy preserving data 
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mining algorithms have been proposed for 

different partitioning methods in order to find the 

global mining results by satisfying the privacy 

constraints.  In this paper, privacy preserving 

association rule mining for n number of 

vertically partitioned databases at n sites along 

with data mine, find the actual support when data 

transmitted between these sites in distributed 

environment.  

 

 

2. Proposed Work 

Due to the increased demand for knowledge 

discovery in all industrial domains [14] [15] [16], 

it is necessary to store all the raw data and to 

provide useful patterns with respective to the 

user needs. Generally, the storage of all raw data 

will be done in a database maintained by 

concerned organizations. Data mining techniques 

are available to retrieve useful information from 

large database. Prediction and description are the 

two fundamental goals of data mining. To full fill 

these goals many data mining techniques exists 

such as association rules, classification, 

clustering and so on. Among these, association 

rule has wide applications to discover interesting 

relationship among attributes in large databases. 

Association rule mining is used to find the rules 

which satisfy the user specified minimum 

support and minimum confidence. In the process 

of finding association rules, the set of frequent 

item sets are computed as the first step and then 

association rules are generated based on these 

frequent item sets.  

 

In this process, we consider the centralized 

database (Figure1) are divided into distributed 

database DB1, DB2,…..DBn and their own key 

values  k1,k2,……..kn, or Select N number of 

sites each having their own database DB1, 

DB2,…., DBn . Each site calculates their 

frequent items set and negative support value. 

The proposed algorithm shows the process of 

encryption and decryption from all the sites 

presented in the distributed environments.  

 

Figure1: Shows the Distributed Architecture 

Proposed Algorithm 

Encryption Process 

Here number of database server is more than 

two.  

Step1: Take the centralized Database (Web 

Database) 

Step2: Convert into the vertically partitioned 

distributed database (N Number of datasets) 

Step3: Calculate the support count of each 

database.  

Step4: Calculate the support and confidence. 

Step5: Calculate the negative support and 

negative confidence.  

Step6: calculate partial support and partial 

confidence.  

Step7: Add their own private key in all partial 

support and partial confidence.  

Step8: Divided the partial support, partial 

confidence and partial lift into the three different 

values.  

Step9: converted partial support and partial 

confidence values into the ASCII value and 

compute the matrix Y.  

Step10: Take the transpose of the matrix (Y
T
).  
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Step11: convert ASCII code matrix (Y
T
) into the 

binary format. 

Step12: consider our own secret key(X matrix) 

Step 13: covert the X matrix into binary format 

Step 14: perform Exclusive-or between X and Y.  

Step15:  The resultant matrix is the encrypted 

format of plain text stored into the associative 

memory.  

Setp16: The resultant matrix is sanded to the 

protocol initiator Server.  

 

Decryption Process 

 Step 1: consider the resultant matrix M 

Step 2: compute transpose of M matrix as MT 

matrix 

Step 3: convert matrix MT into binary format 

Step 4: consider our own private key X 

Step 5: covert matrix X into binary number 

format 

Step 6: perform exclusive-or operation between 

MT and X 

Step 7: The resultant matrix is converted to the 

ASCII code and finally we have the original text. 

Step8: After receiving all the original values 

from the different database, the protocol initiator 

takes the step for data analysis by calculating 

Global support and global confidence.  

Step9: after that the protocol initiator broadcast 

the results to all the database server admin 

presents in the distributed environments.  

 

In this proposed work shall use the apache web 

server log file of a financial web site user having 

more than 16 million hits in a month’s time [11]. 

A web server log contains the following 

information: Number of Hits, Number of 

Visitors, Visitor Referring Website, Visitor 

Referral Website, Time and Duration, Path 

Analysis, Visitor IP Address, Browser Type and 

Cookies. Data of a typical web server is shown in 

following sample data of the first raw of the log 

file: 10.32.1.43 - - [10/Nov/2013:00:07:00] 

"GET 

/flower_store/product.screen?product_id=FL-

DLH-02 HTTP/1.1" 200 10901 

"http://mystore.splunk.com/flower_store/categor

y.screen?category_id=GIFTS&JSESSIONID=S

D7SL1FF9ADFF2" "Mozilla/5.0 (X11; U; Linux 

i686; en-US; rv:1.8.0.10) Gecko/20070223 

CentOS/1.5.0.10-0.1.el4.centos Firefox/1.5.0.10" 

4361 3217 

This work shall use the basic steps of the web 

usage mining [12] with modifications to improve 

the performance and accuracy of the extracted 

information. For improvements, work will be 

done in following modified steps [13]: 

1. Data Collection – From a server log of a 

website 

2. Data Pre-processing – Formatting data 

from the server log obtained. The server 

log contains huge information in each 

record which is separated and stored in 

lists with rows and columns. Some 

redundant information is removed and 

data rows are ordered on the basis of the 

date and time of hit. 

3. Pattern Discovery – In this step I will 

apply the following (but not to max) 

association rules: 

I. If Webpage X is hit then Webpage Y 

is also hit by the user 

II. If Webpage X is hit then user moves 

away from the site by clicking an 

external link 

III. If a user comes on site once then he 

visits it again 

4. Pattern Analysis – From the association 

rules applied in step 3 data shall be 

analysed to find the support and 
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confidence for each rule and filtering of 

records shall be done on basis of low 

support or confidence. Knowledge will be 

produced for the web admin in readable 

format for future use. 

5. Result Generation – Each phase will be 

measured for time taken and time 

complexity to show that the performance 

of the proposed system is high. 

Comparatives shall also be produced to 

show the accuracy of the produced 

patterns in respect of the base work. 

Proposed work will be implemented using 

C#.NET Windows and Server Log Dataset 

Extracted from a live server from a financial 

website. The work will be done in following 

steps:  first step is Interface Development, in 

which C#.net windows/JAVA Swing forms will 

be used to develop the interface. Various relevant 

navigational buttons will be included in it which 

allows traversing with validations. Second step is 

Loading Server Log Data Set in which, Server 

Log dataset is a collection of server messages 

generated when a server starts and stops. The 

details such as login, logout, system shutdown, 

errors and other information’s will be stored in it 

by the server machine during the normal course 

of operations on the server. These will be used 

for clustering of message using association rules. 

Third step is Data Pre-processing, in data pre 

processing file handling will be used for loading 

the server log file in project and will be applied 

data pre-processing on the loaded data. In data 

pre-processing stopping and stemming will be 

applied to filter data for important words. 

Stopping will be used to remove all special 

characters, remove any words with length less 

than or equal to 3 characters and removing any 

words which are prepositions. Stemming will be 

applied to remove words with having similar 

meaning and different tense of English. Fourth 

step is negative Association Rule Mining, in this 

phase; various characteristics of the server log 

file will be used for creating negative association 

rules. These rules shall be applied to create 

clusters. And last phase analysis phase in which 

we analyze our results with the help of graphs; 

Results will be calculated by using the clusters 

and formulas for calculation of performance and 

accuracy of the system. Graphs will be drawn 

using the various results as calculated for all 

accuracy, precision, recall and specificity. The 

proposed algorithm of this paper is shows the 

steps, how we are analyzing our web data. And 

figure2, shows the process of loading of web 

data, process of data cleaning after the loading of 

web data is done, data analyzing after applying 

the negative association rule mining, data 

analysis and the final output of our process, in 

which its shows the negative support count, 

negative confidence and negative lift or 

importance.  

 

Figure 2: Shows the final output of our process 

Knowledge has been produced for the web admin in 

readable format for future use. 
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Figure 3: Time Analysis of various steps in Proposed 

Implementation 

 

Figure 4: Visitors Statistics used to Draw Association 

Rules 

Inference: The above graph is a clear indicative 

of the efficiency of the proposed system. The 

maximum time has been taken in loading and 

pre-processing of data. Time taken in drawing 

association rules is very less than the above two 

times. Inference: The above graph shows the 

visitor statistics for all the visitors which are 

grouped on the basis of the association rules 

applied. These stats are also in conformance with 

the value of confidence which is indicative that 

first rule in not providing very confident results.   

 

 

Conclusion 

The difficulty of preserving privacy in 

association rule mining when the database is 

distributed vertically partitioned database among 

n (n>2) number of sites when no trusted party is 

considered. In this paper, cryptography algorithm 

by using the key values and matrix transpose is 

adopted to enhance the privacy further. The 

proposed replica capably to find global frequent 

item sets even when no site can be treated as 

trusted. The trusted party initiates the process 

and prepares the merged list. All the sites 

computes the partial supports and total supports 

for all the item sets in the merged list using the 

cryptography technique and based on these 

results finally trusted party finds actual frequent 

item sets. And after comparing the result of 

these, we find output that data leakage with 

trusted party is more as compare to without 

trusted party so privacy also without trusted party 

is more as compare to with trusted party.  Future 

task is to use all the privacy preserving technique 

and compare them according to their complexity 

and reduce the complexity, with zero percentage 

of data leakage. 
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