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ABSTRACT 

Extracting previously unknown patterns from massive 

volume of data is the main objective of any data mining 

algorithm. In current days there is a tremendous 

expansion in data collection due to the development in 

the field of information technology. The patterns 

revealed by data mining algorithm can be used in 

various domains like Image Analysis, Marketing and 

weather forecasting. As a side effect of the mining 

algorithm some sensitive information is also revealed. 

There is a need to preserve the privacy of individuals 

which can be achieved by using privacy preserving data 

mining. In this paper we discuss different techniques 

used for privacy preservation in data mining. There are 

many Techniques available for privacy preserving we 

will study some of the important technique from them.  

 

Keywords: Anonymization; Condensation; 

Cryptography; Distributed Data Mining; Perturbation; 

Privacy Preserving Data Mining (PPDM); Randomized 

Response.  

 

II. INTRODUCTION  

Since we are in an era of information explosion, it is 

very important to be able to find out useful information 

from massive amounts of data. Consequently, various 

data mining techniques have been developed. Data 

mining is often applied to fields such as marketing, 

sales, finance, and medical treatment. Besides, the rapid 

advance in Internet and communications technology has  

 

 

led to the emergence of data streams. Due to the 

consecutive, rapid, temporal and unpredictable 

properties [1,2] of data streams, the study of data 

mining techniques has transformed from traditional 

static data mining to dynamic data stream mining.  

 

In recent years, enabled by the rapid development of 

various telecommunication technologies, many 

companies have improved their competitive edge by 

forming strategic alliances or information outsourcing, 

one after another. Consequently, many companies 

frequently expose private data while engaging in data 

analysis activities, which has led to grave threats to data 

privacy [4, 6]. For example, online marketing 

companies usually employ information technology 

outsourcing with a data mining company for cluster 

mining, in order to earn greater profits and to find the 

best target groups of customers. Therefore, how to 

preserve private data without disclosure while obtaining 

an accurate mining result in the process of mining will 

become increasingly difficult, which in turn has led to 

the development of Privacy- Preserving Data Mining 

techniques. Nonetheless, traditional Privacy-Preserving 

Data Mining is not applicable in a data stream 

environment which requires dynamic updating [7]? 

This paper gives a survey of various privacy preserving 

data mining methods and analyses the representative 

methods for privacy preserving data mining, as well as 

points out their advantages and disadvantages. 
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There have been two types of privacy in data mining 

[9]. The first type of privacy is that the data is altered so 

that the mining result will preserve certain privacy. The 

second type of privacy is that the data is manipulated so 

that the mining result is not affected or minimally 

affected. The aim of privacy preserving data mining 

researchers is to develop data mining techniques that 

could be applied on data bases without violating the 

privacy of individuals. Many techniques for privacy 

preserving data mining have come up over the last 

decade. Some of them are statistical, cryptographic, 

randomization methods, k-anonymity model, l-diversity 

and etc.  

 

The rest of this paper is organized as follows. In section 

2 we will study the introductions of various methods of 

privacy preservation. In section 2.3 Classification 

framework of PPDM is discussed. In section 3 different 

PPDM technique for privacy preserving is analyzed. In 

section 4 contains the conclusions and future work. 

 

II Related Work 

2.1 METHODHS OF PRIVACY 

PRESERVATION:  
2.1.1 The randomization method: The randomization 

method is a technique for privacy-preserving data 

mining in which noise is added to the data in order to 

mask the attribute values of records [3, 4]. The noise 

added is sufficiently large so that individual record 

values cannot be recovered. Therefore, techniques are 

designed to derive aggregate distributions from the 

perturbed records. Subsequently, data mining 

techniques can be developed in order to work with 

these aggregate distributions. 

 

2.1.2 The k-anonymity model and l-diversity: The k-

anonymity model was developed because of the 

possibility of indirect identification of records from 

public databases. This is because combinations of 

record attributes can be used to exactly identify 

individual records. In the k-anonymity method, we 

reduce the granularity of data representation with the 

use of techniques such as generalization and 

suppression. This granularity is reduced sufficiently 

that any given record maps onto at least k other records 

in the data. The l-diversity model was designed to 

handle some weaknesses in the k-anonymity model 

since protecting identities to the level of k-individuals is 

not the same as protecting the corresponding sensitive 

values, especially when there is homogeneity of 

sensitive values within a group. To do so, the concept 

of intra-group diversity of sensitive values is promoted 

within the anonymization scheme [11]. 

 

2.1.3 Distributed privacy preservation: In many 

cases, individual entities may wish to derive aggregate 

results from data sets which are partitioned across these 

entities. Such partitioning may be horizontal (when the 

records are distributed across multiple entities) or 

vertical (when the attributes are distributed across 

multiple entities). While the individual entities may not 

desire to share their entire data sets, they may consent 

to limited information sharing with the use of a variety 

of protocols. The overall effect of such methods is to 

maintain privacy for each individual entity, while 

deriving aggregate results over the entire data. 

 

2.1.4 Downgrading Application Effectiveness: In 

many cases, even though the data may not be available, 

the output of applications such as association rule 

mining, classification or query processing may result in 

violations of privacy. This has led to research in 

downgrading the effectiveness of applications by either 

data or application modifications. Some examples of 

such techniques include association rule hiding [8], 

classifier downgrading [12], and query auditing [10]. 

2.5 Encryption: Encryption technique solves the 

problem of data privacy easily. Use of encryption 

techniques makes easy to conduct data mining among 

mutual un-trusted parties, or even between competitors. 

In distributed data mining encryption technique is used 

due to its privacy concern. Neglecting the efficiency of 

Encryption, it is used in both approaches of distributed 

data mining i.e. horizontally partitioned data and that on 

vertically partitioned data. 

 

2.2. ASSESSMENT OF PRIVACY PRESERVING 

ALGORITHM 

 

2.2.1 Heuristic-Based Techniques 

A number of techniques have been developed for a 

number of data mining techniques like classification, 

association rule discovery and clustering, based on the 

premise that selective data modification or sanitization 

is an NP-Hard problem, and for this reason, heuristics 

can be used to address the complexity issues. 

2.2.2 Cryptography-Based Techniques 

A number of cryptography-based approaches have been 

developed in the context of privacy preserving data 

mining algorithms, to solve problems of the following 

nature. Two or more parties want to conduct a 
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computation based on their private inputs, but neither 

party is willing to disclose its own output to anybody 

else. The issue here is how to conduct such a 

computation while preserving the privacy of the inputs. 

This problem is referred to as the Secure Multiparty 

Computation (SMC) problem. In particular, an SMS 

problem deals with computing a probabilistic function 

on any input, in a distributed network where each 

participant holds one of the inputs, ensuring 

independence of the inputs, correctness of the 

computation, and that no more 

2.2.3 Reconstruction-Based Techniques 

A number of recently proposed techniques address the 

issue of privacy preservation by perturbing the data and 

reconstructing the distributions at an aggregate level in 

order to perform the mining. 

 

2.3 CLASSIFICATION FRAMEWORK FOR 

PPDM  

To reduce the PPDM taxonomy into four levels: data 

distribution, purposes of hiding, data mining 

algorithms, and privacy preserving techniques (see 

figure 1).  

 

 
 

2.3.1 PPDM TECHNIQUES  
For Recent years have witnessed extensive research in 

the field of PPDM. As a research direction in data 

mining and statistical databases, privacy preserving 

data mining received substantial attention and many 

researchers performed a good number of studies in the 

area. Since its inception in 2000 with the pioneering 

work of Agrawal & Srikant [7] and Lindell & Pinkas 

[8], privacy preserving data mining has gained 

increasing popularity in data mining research 

community. PPDM has become an important issue in 

data mining research [10-11]. As a outcome, a whole 

new set of approaches were presented to allow mining 

of data, while at the same time leaving out the releasing 

any secretive and sensitive information. The majority of 

the existing approaches can be classified into two broad 

categories [9]:  

(i) Methodologies that protect the sensitive data itself in 

the mining process, and  

(ii) Methodologies that protect the sensitive data mining 

results (i.e. extracted knowledge) that were produced by 

the application of the data mining.  The first category 

refers to the methodologies that apply perturbation, 

sampling, generalization or suppression, 

transformation, etc. techniques to the original datasets 

in order to generate their sanitized counterparts that can 

be safely disclosed to untrustworthy parties. The goal of 

this category of approaches is to enable the data miner 

to get accurate data mining results when it is not 

provided with the real data. Secure Multiparty 

Computation methodologies that have been proposed to 

enable a number of data holders to collectively mine 

their data without having to reveal their datasets to each 

other.  

The second category deals with techniques that 

prohibits the disclosure sensitive knowledge patterns 

derived through the application of data mining 

algorithms as well as techniques for downgrading the 

effectiveness of classifiers in classification tasks, such 

that they do not reveal sensitive information. In 

difference to the centralized model, the Distributed 

Data Mining (DDM) model accepts that the 

individual’s information is distributed across multiple 

places. Algorithms are developed within this area for 

the problem of efficiently receiving the mining results 

from all the data through these distributed sources. A 

simple method to data mining over multiple sources 

that will not share data is to run existing data mining 

tools at each place independently and combine the 

results [12].  However, this will often fail to give 

globally valid output. Issues that cause a difference 

between local and global results include:  

(i) Values for a single entity may be divided across 

sources. Data mining at individual sites will be unable 

to detect cross-site correlations.  

(ii) The same item may be duplicated at different sites, 

and will be over-biased in the results.  

(iii)At a single site, it is likely to be from a similar 

population.  

PPDM tends to transform the original data so that the 

result of data mining task should not defy privacy 

constraints. Following is the list of five dimensions on 

the basis of which different PPDM Techniques can be 

classified [13]:  

i. Data distribution  
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ii. Data modification  

iii. Data mining algorithms  

iv. Data or rule hiding  

v. Privacy preservation  

 

Data or Rule Hiding: This dimension refers to whether 

raw data or grouped data should be hidden. Data hiding 

means protecting sensitive data values, e.g. names, 

social security numbers etc. of some people. And Rule 

hiding means Protecting Confidential Knowledge in 

data, e.g. association rule. The difficulty for hiding 

aggregated data in the form of rules is very difficult, 

and for this purpose, typically heuristics have been 

developed.  

 

Data Distribution: This dimension refers to the 

distribution of data. There are some of the approaches 

are developed for centralized data, while others refer to 

a distributed data scenario. Distributed data scenarios 

can be divided as horizontal data partition and vertical 

data partition. Horizontal distribution refers to these 

cases where different sets of records exist in different 

places, while vertical data distribution refers where all 

the values for different attributes reside in different 

places.  

 

Data Modification: Data modification is used with the 

aim of change the unique values of a database that 

wants to be allowed to the public and in this way to 

guarantee high privacy protection. Methods of data 

modification include:  

 

i. Perturbation: This is able to replacing attribute 

value by a new value (changing a 1-value to a 0-value, 

or adding noise)  

ii. Blocking: which is the replacement of an existing 

attribute value with a “?”  

iii. Swapping: This refers to interchanging values of 

individual record.  

iv. Sampling: This refers to losing data for only sample 

of a population.  

v. Encryption: many Cryptographic techniques are 

used for encryption.  

 

Data Mining Algorithm: The data mining algorithm 

for which the privacy preservation technique is 

designed:  

1. Classification data mining algorithm  

2. Association Rule mining algorithms  

3. Clustering algorithm 

 

Privacy Preserving Techniques:  

 

1. Heuristic-based techniques: It is an adaptive 

modification that modifies only selected values that 

minimize the effectiveness loss rather than all available 

values.  

 

2. Cryptography-based techniques: This technique 

includes secure multiparty computation where a 

computation is secure if at the completion of the 

computation, no one can know anything except its own 

input and the results. Cryptography-based algorithms 

are considered for protective privacy in a distributed 

situation by using encryption techniques.  

 

3. Reconstruction-based techniques: where the 

original distribution of the data is reassembled from the 

randomized data.  

Based on these dimensions, different PPDM techniques 

may be classified into following five categories [13-15, 

21, 22].  

1. Anonymization based PPDM  

2. Perturbation based PPDM  

3. Randomized Response based PPDM  

4. Condensation approach based PPDM  

5. Cryptography based PPDM  

We discuss these in detail in the following subsections.  

 

III. PPDM TECHNIQUES FOR PRIVACY 

PRESERVING  

3.1 Anonymization based PPDM  
The basic form of the data in a table consists of 

following four types of attributes:  

(i) Explicit Identifiers is a set of attributes containing 

information that identifies a record owner explicitly 

such as name, SS number etc.  

(ii) Quasi Identifiers is a set of attributes that could 

potentially identify a record owner when combined 

with publicly available data.  

(iii) Sensitive Attributes is a set of attributes that 

contains sensitive person specific information such as 

disease, salary etc.  

(iv) Non-Sensitive Attributes is a set of attributes that 

creates no problem if revealed even to untrustworthy 

parties.  

Anonymization refers to an approach where identity 

or/and sensitive data about record owners are to be 
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hidden. It even assumes that sensitive data should be 

retained for analysis. It's obvious that explicit 

identifiers should be removed but still there is a danger 

of privacy intrusion when quasi identifiers are linked to 

publicly available data. Such attacks are called as 

linking attacks. For example attributes such as DOB, 

Sex, Race, and Zip are available in public records such 

as voter list.  

 
Fig.3 Linking Attack 

 

Such records are available in medical records also, 

when linked, can be used to infer the identity of the 

corresponding individual with high probability as 

shown in fig.3.  

Sensitive data in medical record is disease or even 

medication prescribed. The quasi-identifiers like DOB, 

Sex, Race, Zip etc. are available in medical records and 

also in voter list that is publicly available. The explicit 

identifiers like Name, SS number etc. have been 

removed from the medical records.  Still, identity of 

individual can be predicted with higher probability. 

Sweeney [16] proposed k-anonymity model using 

generalization and suppression to achieve k-anonymity 

i.e. any individual is distinguishable from at least k-1 

other ones with respect to quasi-identifier attribute in 

the anonymized dataset. In other words, we can outline 

a table as k-anonymous if the Q1 values of each raw are 

equivalent to those of at least k- 1 other rows. 

Replacing a value with less specific but semantically 

consistent value is called as generalization and 

suppression involves blocking the values. Releasing 

such data for mining reduces the risk of identification 

when combined with publically available data. But, at 

the same time, accuracy of the applications on the 

transformed data is reduced. A number of algorithms 

have been proposed to implement k-anonymity using 

generalization and suppression in recent years.  

Although the anonymization method ensures that the 

transformed data is true but suffers heavy information 

loss. Moreover it is not immune to homogeneity attack 

and background knowledge attack practically [14]. 

Limitations of the k-anonymity model stem from the 

two conventions. First, it may be very tough for the 

owner of a database to decide which of the attributes 

are available or which are not available in external 

tables. The second limitation is that the k-anonymity 

model adopts a certain method of attack, while in real 

situations; there is no reason why the attacker should 

not try other methods. However, as a research direction, 

k-anonymity in combination with other privacy 

preserving methods needs to be investigated for 

detecting and even blocking k-anonymity violations.  

3.2 Perturbation Based PPDM  
Perturbation being used in statistical disclosure control 

as it has an intrinsic property of simplicity, efficiency 

and ability to reserve statistical information. In 

perturbation the original values are changed with some 

synthetic data values so that the statistical information 

computed from the perturbed data does not differ from 

the statistical information computed from the original 

data to a larger extent. The perturbed data records do 

not agree to real-world record holders, so the attacker 

cannot perform the thoughtful linkages or recover 

sensitive knowledge from the available data. 

Perturbation can be done by using additive noise or data 

swapping or synthetic data generation.  

In the perturbation approach any distribution based data 

mining algorithm works under an implicit assumption 

to treat each dimension independently. Relevant 

information for data mining algorithms such as 

classification remains hidden in inter-attribute 

correlations. This is because the perturbation approach 

treats different attributes independently. Hence the 

distribution based data mining algorithms have an 

intrinsic disadvantage of loss of hidden information 

available in multidimensional records. Another branch 

of privacy preserving data mining that manages the 

disadvantages of perturbation approach is cryptographic 

techniques. 

 

3.3 Randomized Response Based PPDM  
Basically, randomized response is statistical technique 

introduced by Warner to solve a survey problem. In 

Randomized response, the data is twisted in such a way 

that the central place cannot say with chances better 

than a pre-defined threshold, whether the data from a 

customer contains correct information or incorrect 

information. The information received by each single 

user is twisted and if the number of users is large, the 

aggregate information of these users can be estimated 

with good quantity of accuracy. This is very valuable 

for decision-tree classification. It is based on combined 
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values of a dataset, somewhat individual data items. 

The data collection process in randomization method is 

carried out using two steps [14]. During first step, the 

data providers randomize their data and transfer the 

randomized data to the data receiver. In second step, the 

data receiver rebuilds the original distribution of the 

data by using a distribution reconstruction algorithm. 

The randomization response model is shown in fig.4.  

 

 
Fig.4 Randomization Response Model 

 

Randomization method is relatively very simple and 

does not require knowledge of the distribution of other 

records in the data. Hence, the randomization method 

can be implemented at data collection time. It does not 

require a trusted server to contain the entire original 

records in order to perform the anonymization process 

[2]. The weakness of a randomization response based 

PPDM technique is that it treats all the records equal 

irrespective of their local density. These indicate to a 

problem where the outlier records become more subject 

to oppositional attacks as compared to records in more 

compressed regions in the data [8]. One key to this is to 

be uselessly adding noise to all the records in the data. 

But, it reduces the utility of the data for mining 

purposes as the reconstructed distribution may not yield 

results in conformity of the purpose of data mining.  

3.4 Condensation approach based PPDM  
Condensation approach constructs constrained clusters 

in dataset and then generates pseudo data from the 

statistics of these clusters [19]. It is called as 

condensation because of its approach of using 

condensed statistics of the clusters to generate pseudo 

data. It creates sets of dissimilar size from the data, 

such that it is sure that each record lies in a set whose 

size is at least alike to its anonymity level. Advanced, 

pseudo data are generated from each set so as to create 

a synthetic data set with the same aggregate distribution 

as the unique data. This approach can be effectively 

used for the classification problem. The use of pseudo-

data provides an additional layer of protection, as it 

becomes difficult to perform adversarial attacks on 

synthetic data. Moreover, the aggregate behavior of the 

data is preserved, making it useful for a variety of data 

mining problems [2]. This method helps in better 

privacy preservation as compared to other techniques as 

it uses pseudo data rather than modified data. 

Moreover, it works even without redesigning data 

mining algorithms since the pseudo data has the same 

format as that of the original data. It is very effective in 

case of data stream problems where the data is highly 

dynamic. At the same time, data mining results get 

affected as huge amount of information is released 

because of the compression of a larger number of 

records into a single statistical group entity [14].  

 

3.5 Cryptography Based PPDM  
Consider a scenario where multiple medical institutions 

wish to conduct a joint research for some mutual 

benefits without revealing unnecessary information. In 

this scenario, research regarding symptoms, diagnosis 

and medication based on various parameters is to be 

conducted and at the same time privacy of the 

individuals is to be protected. Such scenarios are 

referred to as distributed computing scenarios [17].The 

parties involved in mining of such tasks can be mutual 

un-trusted parties, competitors; therefore protecting 

privacy becomes a major concern. Cryptographic 

techniques are ideally meant for such scenarios where 

multiple parties collaborate to compute results or share 

non sensitive mining results and thereby avoiding 

disclosure of sensitive information. Cryptographic 

techniques find its utility in such scenarios because of 

two reasons: First, it offers a well-defined model for 

privacy that includes methods for proving and 

quantifying it. Second a vast set of cryptographic 

algorithms and constructs to implement privacy 

preserving data mining algorithms are available in this 

domain. The data may be distributed among different 

collaborators vertically or horizontally.  

All these methods are almost based on a special 

encryption protocol known as Secure Multiparty 

Computation (SMC) technology. SMC used in 

distributed privacy preserving data mining consists of a 

set of secure sub protocols that are used in horizontally 

and vertically partitioned data: secure sum, secure set 

union, secure size of intersection and scalar product. 

Although cryptographic techniques ensure that the 

transformed data is exact and secure but this approach 

fails to deliver when more than a few parties are 

involved. Moreover, the data mining results may breach 

the privacy of individual records 

 

IV. CONCLUSION 

Here in this paper a wide survey has been done on the 

various approaches for privacy preserving data mining 

and analyzed the major algorithms for data mining with 
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their drawbacks... A complete study is done on for 

privacy preserving mining, and the methods for 

handling horizontally and vertically partitioned data 

Privacy preserving in mining has recently emerged as a 

vital field of study. As a new comer, Privacy-preserving 

in mining may offer a wide application prospect but at 

the same time it also brings us many issues / problems 

to be answered. In this study, we conduct a 

comprehensive survey on 29 prior studies to find out 

the current status of Privacy-preserving in mining. The 

limitation of privacy preserving as the increase in the 

dimension also analyzed and application which can 

employ the privacy algorithm is also studied. 

In future work application of various optimizations 

should be deeply researched because Privacy should be 

achieved with accuracy. 
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