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#### Abstract

With the advancement in device scaling, semiconductor have met the cost, speed and power performance. In addition to that, the projections of the international technology roadmap for semiconductors, the total system on chips content exceeds by $90 \%$ in the embedded memories. Besides this, the memory-based computing structures are relatively regular than the multiply-accumulate structures and offer advantages like, greater potential for highthroughput, low-latency implementation and less dynamic power consumption and thus finds its application in DSP processors. Distributed arithmetic (DA)-based computation is widely used because it can be implemented efficiently on memory-based circuits of finite impulse response (FIR) filter where the computation is performed as inner-product of input sample vectors and filter coefficient vector. In this paper, however, we show that the lookup-table (LUT)-multiplierbased approach, where the memory elements store all the possible values of products of the filter coefficients could be an area-efficient. Moreover, two new approaches to LUT-based multiplication is presented, wherein the memory size is reduced to half of the conventional LUTbased multiplication at the cost of increase in the size of the adders, and additional $\sim(2 N \times W)$ NOR gates and $\sim(4 N \times W)$ NAND-NOR-INVERT gates. LUT multiplier based design of 16-tap FIR filter the area and delay complexities of the multipliers of different word size are to be estimated from the synthesis results.
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## I INTRODUCTION

Finite impulse response (FIR) digital filter is used as a basic tool for signal processing and image processing ${ }^{[1]}$. The order of the FIR filter mainly determines the width of the band of the transistor, so that the transition between a pass band and adjacent stop-band is sharper due to higher filter order. FIR filters finds its applications in digital communication, speech processing, seismic signal processing ${ }^{[2]}$. The real-time implementation of these filters for higher orders is a challenging task as the number of multiplyaccumulate (MAC) operations required per filter output increases linearly with the filter order. Several efforts have been made to develop lowcomplexity for these filters ${ }^{[4]}$.

In this paper, memory-based structures are used either as a part or whole of an arithmetic unit ${ }^{[13]}$. These structures have many advantages like more potential for high-throughput and reduced-latency implementation. In the LUT-multiplier-based approach, multiplications of input values with a fixed-coefficient are done by LUT consisting of pre-computed product values corresponding to all values of input multiplicand. Significant work has been done on efficient DA-based computation of sinusoidal transforms and filters.


Fig. 1. Conventional Memory-Based multiplier
In the transposed form, a single segmentedmemory core could be used rather than different memory modules for individual multiplications in order to avoid the use of individual decoders for each of those separate modules.

## II LUT OPTIMIZATION OF MEMORY BASED MULTIPLICATION

## A. OMS Technique to Optimize LUT'S

Fig. 1 shows the memory- based multiplication. Let A be a fixed coefficient and X be an input word, say multiplicand. Suppose X is an unsigned binary number of word-length L , there can be 2 L possible values of X , and ultimately 2 L possible values of product C , where C is the product of A and X . Therefore, for the conventional implementation a memory unit of 2 L words is necessary which can be used as look-up-table consisting of pre-computed product values which corresponds to all possible values of X . The product $\mathrm{A} \cdot \mathrm{Xi}$, for $0 \leq \mathrm{Xi} \leq 2 \mathrm{~L}-1$, is the same as the binary value of Xi and is stored at the memory location, in such a way that if Xi is used as address for the memory-unit from L-bit binary value, then the corresponding product value is read-out from the memory.

By this, we can design a W-bit coefficient by the following strategy.

1) $[(2 \mathrm{~L} / 2)+1]$ words of memory unit with a width of $(\mathrm{W}+\mathrm{L})$-bit is used to store the product values. Here ( $2 \mathrm{~L} / 2$ ) words are odd multiples of A, and the last word is zero.
2) For deriving all the even multiples of A, a barrel shifter is used which produces a maximum of ( $\mathrm{L}-1$ ) left shifts.
3) An address encoder is used to map from L- bit to (L-1) - bit, and control circuit for controlling the bits that has come from barrel shifter.

Table I: LUT Values For Input Word Length L

$$
=5
$$

| Input X | Product | Input X | Product | Address <br> $\mathrm{X}^{\prime}$ | APC <br> Word |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 00001 | 1A | 11111 | 31A | 1111 | 15A |
| 00010 | 2A | 11110 | 30A | 1110 | 14A |
| 00011 | 3A | 11101 | 29A | 1101 | 13A |
| 00100 | 4A | 11100 | 28A | 1100 | 12A |
| 00101 | 5A | 11011 | 27A | 1011 | 11 A |
| 00110 | 6A | 11010 | 26A | 1010 | 10A |
| 00111 | 7A | 11001 | 25A | 1001 | 9A |
| 01000 | 8A | 11000 | 24A | 1000 | 8A |
| 01001 | 9A | 10111 | 23A | 0111 | 7A |
| 01010 | 10A | 10110 | 22A | 0110 | 6A |
| 01011 | 11A | 10101 | 21A | 0101 | 5A |
| 01100 | 12A | 10100 | 20A | 0100 | 4A |
| 01101 | 13A | 10011 | 19A | 0011 | 3A |
| 01110 | 14A | 10010 | 18A | 0010 | 2A |
| 01111 | 15A | 10001 | 17A | 0001 | 1A |
| 10000 | 16A | 10000 | 16A | 0000 | 0 |

In Table $\mathrm{I}, \mathrm{A} \times(2 \mathrm{i}+1)$ are the eight odd multiples, which are stored at eight memory locations as Pi , where I ranges from 0-7. By performing left- shift operations of $A$, we derive first three even multiples of A. Likewise, by left shifting 3A; 6A and 12 A are derived, while 10 A and 14 A are derived by left shifting 5 A and 7 A , respectively. The word to be stored for $\mathrm{X}=(00000)$ is 16 A , which we is derived from A by four left shifts using a barrel shifter. However, if 16A is not taken from A, three left shifts is sufficient to obtain all other even multiples of A.

Table II: Encoded Words for $\mathrm{X}=(00000)$ AND (10000)

| Input X | Product Value | Encoded alue | Stored Value | \# of Shifts | Adress d' |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 10000 | 16 A | 0 | Nill | Nill | Nill |
| 00000 | 0 | 16 A | 2 A | 3 | 1000 |

A two-stage and three-stage logarithmic barrel shifter is used for implementing three bit shifts. Hence, by storing 2 A for input $\mathrm{X}=(00000)$, the product 16A can be derived by three arithmetic left shifts efficiently. Table II shows the product values and encoded words for input words $\mathrm{X}=$ (00000) and (10000).The desired encoded word 16 A for $\mathrm{X}=(00000)$ is derived by shifting 3-bit left of 2 A [stored at address (1000)]. When $\mathrm{X}=$ (10000), the APC word " 0 " is obtained by an active-high RESET signal at the output of the LUT given by-

$$
\text { Reset }=(\overline{X 0+X 1+X 2+X 3+}) X 4
$$

(1) A simple set of mapping relations is done in

Table I and II to map 5-bit input word X into a 4bit LUT address $\left(\mathrm{d}_{3} \mathrm{~d}_{2} \mathrm{~d}_{1} \mathrm{~d}_{0}\right)$.

$$
\begin{equation*}
d_{i}=X^{\prime \prime}{ }_{i+1} \text { for } \mathrm{i}=0,1,2 \text { and } d_{3}=X^{\prime \prime}{ }_{0} \tag{2}
\end{equation*}
$$

When we shift out all the main zeroes of X by an arithmetic right shift and then address map, $X "=$ ( $x 3$ " $\times 2$ " $x 1$ " $x 0$ ") is generated-

$$
\begin{equation*}
X^{\prime \prime}=Y_{L} \quad \text { IF } X_{4}=1 \text { or } Y^{\prime}{ }_{L} \quad \text { IF } X_{4}=0 \tag{3}
\end{equation*}
$$

where $\mathrm{Y}_{\mathrm{L}}$ and $\mathrm{Y}_{\mathrm{L}}$ ' are derived by circular shifting of all the main zeros of $X_{L}$ and $X_{L}{ }^{\prime}$, respectively.


Fig. 2: Modified OMS LUT Design for fixed Coefficient A

## B. Implementation of OMS method

The APC-OMS combined design mentioned here is the LUT for $\quad \mathrm{L}=5$ and for width W which consists of LUT with 9X(W +4)-bit width, a 4-TO-9 line address decoder, an address generation circuit, a barrel shifter, and a control circuit for generating the RESET and control word signal ( $\mathrm{s}_{1} \mathrm{~s}_{0}$ ) for the barrel shifter ${ }^{[5]}$.

The values of $\mathrm{A} \times(2 \mathrm{i}+1)$ that are computed earlier are stored as $\mathrm{P}_{\mathrm{i}}$, where ${ }_{\mathrm{i}}$ ranges from 0 to 7 , at the eight consecutive locations of the memory array, as shown in Table I, whereas; to store 2 A for input $\mathrm{X}=(00000)$ at LUT address " 1000 ," as given in Table II. The 4-bit address is taken from the address generator and nine word-select signals is generated, i.e., $\left\{w_{i}\right.$, for $\left.0 \leq_{i} \leq 8\right\}$, where the referenced word from the LUT is selected.
Fig. 3(a) shows 4-to-9 line decoder as a simple modification of 3-to-8 line decoder. The control circuits generate control bits $\mathrm{s}_{0}$ and $\mathrm{s}_{1}$ used by the barrel shifter to produce shifts to the output of the LUT according to the relations-

$$
S 0=(\overline{x 0+(\overline{x 1+\overline{x 2}})})
$$

$$
S 1=(\overline{x 0+x 1})
$$

(5)

Note that (s1s0) is a 2-bit binary equivalent of the required number of shifts specified in Tables I and II. The equation for RESET signal given in equation (4) can be alternatively generated by adding AND gate between d3 and x4. Fig. 3(b) shows how to generate control word and RESET. The address-generator circuit receives the 5-bit input operand X and maps that onto the 4-bit address word (d3d2d1d0), according to (2) and (3). A simplified address generator is presented later in this section.


Fig. 3 (a) Four-to-nine-line address-decoder. (b)
Control circuit for generation of s0, s1, and RESET

(a)

(b)

Fig. 4(a) Implementation of the sign modification of the odd LUT output.
(b) Address-generation circuit.

## III DESIGNING OMS USING DUAL PORT METHOD

Multiplication of a 10-bit input with a W-bit fixed coefficient can be performed through a pair of multiplications using two ports where the memory is of 10 words (or two single-port memory units) with that a pair of decoders, encoders, NOR cells and barrel-shifters as given in Fig.5. The shift-adder per forms left shift operation of the output of the barrel-shifter corresponding to more significant half of input by FIVE bit-locations, and adds that to the output of the other barrel-shifter.

## IV MEMORY-BASED STRUCTURES FOR <br> FIR FILTER USING LOOK-UP-TABLEMULTIPLIERS

Here we realize a memory- based an N-tap FIR filter by deriving and the memory-cell is designed that has to be used as LUT in the structure. The relationship of an N-tap FIR filter in time-domain is given by-

$$
y(n)=h(0) \cdot x(n)+h(1) x(n-1)+h(2) x(n-2)+\ldots .+h(N-1) x(n-N+1)
$$

(6) where $h(n)$, for $n=0,1, \ldots, N-1$, gives the filter coefficients, while $x(n)$ and $y(n)$, for $n$ $=0,1, \ldots, \mathrm{~N}-\quad 1$,respectively,represent $\quad(\mathrm{N}-1)$ immediate samples for input and output. Multipliers with memory is used to implement signed as well as unsigned operands. For signed operands, 2's complement representation is needed to store the input words and product values. The LUT-based multiplication have a simpler implementation with unsigned multiplicands because the stored product values require sign-extension in case of two's complement representation during add- shift operations. Moreover, without losing generality, assumption can be made such that the input samples be unsigned numbers and the filter coefficients be signed numbers. According to

Equation 2, the recursive computation of the output of FIR filter is represented in the form of data-flow graph (DFG) shown in Fig. 6 It consists of N multiplication nodes ( M ) and ( $\mathrm{N}-1$ ) addsubtract (AS) nodes.


Fig 6: The logical structure of an FIR filter

An L-bit unsigned input has to be multiplied with a magnitude of W -bit of fixed filter-weight, and the same has to be performed conventionally by each of the multiplication-nodes of the DFG.


Fig. 5: Memory-based multiplier structure using dual-port method
Fig. 7: Conventional LUT-multiplier-based structure

AS nodes ( $\mathrm{N}-1$ ) of the DFG is mapped to an addsubtract (AS) cell along with a neighboring delay element. Fig 7 shows a fully pipelined structure of N -tap FIR filter for input word-length $\mathrm{L}=8$, which is derived from Fig. 6.


For conventional LUT-based multiplication, N memory-units, ( $\mathrm{N}-1$ ) AS cells and a delay register is present. In every cycle, 8 bits of current input sample $\mathrm{x}(\mathrm{n})$ are fed to the LUT-multipliers in parallel to X1 and X2. The structure of the LUT-multiplier is shown in Fig 8 which consists of a two port memory unit of size $[16 \times(\mathrm{W}+4)]$ and a shift-add (SA) cell. The latter shifts its right-input to left by five bit-locations and adds the shifted value with its other input to produce a output of $(\mathrm{W}+8)$-bit. No additional shifters are required when the shift operation in the shift-add cells is hardwired with the adders. It consists of either an adder or a subtraction depending on the positivity and
negativity of the weight of the filter. Moreover, the SA cell corresponds to the delays of the DFG of Fig. 6. The FIR filter structure of Fig. 7 takes one input sample and gives one output in each cycle.


Fig. 8: Structure of each LUT-multiplier.
A. Implementation of FIR filter by using LUT multiplier

The memory-base structure of FIR filter (for 8-bit inputs) using the proposed LUT design is shown in

Fig. 9. Two design aspects of FIR filter differs from conventional memory based structure.

1) Odd-multiple-storage LUT is used in the place of conventional LUT-multiplier, So that the L-bit word can be multiplied by implementing ( $2 \mathrm{~L} / 2$ )/2 words storage in LUT of dual-port memory.
2) In Fig. 8, N LUT-multipliers were used by all pair of same address word X1 and X2, One memory module with N segments can be used instead of N modules. If all the multiplications are performed by a one memory module, the complexity of hardware $2(\mathrm{~N}$ -1 ) decoder circuits (used in Fig. 8) could be eliminated. As shown in Fig 9, the proposed structure FIR filter structure consists of a single memorymodule and an array consists of N shift-add (SA) cells and ( $\mathrm{N}-1$ ) AS cells and a unit delay.


Fig. 9: Structure of Nth order FIR filter using proposed LUT-multiplier

The memory module structure Fig 9 is similar to that of Fig. 6. Like the structure of Fig. 9, to generate the select signal word and control signal for the dual-port memory core it uses of a pair of encoders and control circuits and a decoders The dual-port memory core (shown in Fig 10) consists of $[8 \times(\mathrm{W}+4)] \times \mathrm{N}$ array of bit-level memory-elements arranged in 8 rows of [(W
+4)N]-bit width. Every row of this memory consists of N segments, where segment is $(\mathrm{W}+4)$-bit wide for each. The segment of this dual-port core size is $8 \times(\mathrm{W}$ +4 ), so $\mathrm{i}^{\text {th }}$ memory segment stores the 8 words which corresponding to the multiplication of any 4-bit input with the filter weight $h(N-i)$ for $0 \leq i \leq N-1$. During every cycle, a pair of 4-bit sub-words X1 and

X2 are derived from the recent input sample $x(n)$ and given as input to pair of 4-to-3 bit line encoders and control circuits, which generates two sets of wordselect signals (WS1 and WS2), a set of control signals $((\mathrm{s} 01, \mathrm{~s} 00)$ and $(\mathrm{s} 11, \mathrm{~s} 10))$, and two reset signals.


Fig 10: The dual-port segmented memory core for nth order FIR filter.

These all signals are given to the dual-port memorycore as shown in Fig 9. N segments of the memorycore produce N pairs of respected output, those are given as input to the N pairs of barrel-shifters through the 2 N NOR cells. The barrel shifter array of N pairs thus produce N pairs of output $(\mathrm{h}(\mathrm{i}) \cdot \mathrm{X} 1, \mathrm{~h}(\mathrm{i}) \cdot \mathrm{X} 2)$ for 0 $\leq \mathrm{i} \leq \mathrm{N}-1$. The function and structure of the barrel shifter and NOR cell are the same as those discussed before In Fig 9, one input sample has the same number of cycles of latency as the structure of Fig. 7 and this is taken in each clock cycle by FIR filter. In Fig. 8, only one memory module with N segments is used as X1 and X2 has same address words.

The LUT-multiplier-based structure consists of dualport segmented memory core of size $[16 \times(\mathrm{W}+4)] \times$ N , where N is the size of the segment given by $[16 \times(\mathrm{W}+4)]$. Here only a pair of 4 -to- 16 lines decoders receives an 8 -bit input sample in each cycle, and provides a pair of 16 -bit word select signals WS1
and WS2 to the core of the memory. The throughput and latency for each cycle of this structure are the same as that of Fig. 9.

## V RESULTS AND ANALYSIS

VERILOG HDL is used in this proposed LUT multipliers. Here the implementation of LUTs is done by the Wallace tree and ripple carry array. The multipliers with same addition schemes are synthesized with this technology library.


Fig. 11: RTL view of APC-OMS Technique by using Dual ports method


Fig 12: Behavioral simulation of the OMS technique using Dual Port.


Fig. 13: RTL view of Fir Filter by using LUT method


Fig.14: Behavioral simulation of the Filter by using LUT method

Table III shows the LUT analysis based on the synthesis results.. It is found that the proposed LUT design involves less area and less time to multiply for higher word sizes. Area delay product is saved by more than $30 \%$ and $50 \%$, respectively for $\mathrm{L}=\mathrm{W}=$ 16 , and 32 bits compared to CSD multiplier.

Table III. LUT Analysis

| Number of LUT's |  |  |  |
| :---: | :---: | :---: | :---: |
| Word <br> Size | conventional | APC <br> Technique | Modified <br> OMS |
| L=5 | 88 | 45 | 24 |
| L=10 | 320 | 188 | 98 |

The Memory based LUT multiplier has been designed by Xilinx and the analysis has been done between Number of LUT's of APC and Modified OMS
technique compared to conventional multiplier. Optimization of LUTs takes place to as low as factor four when compared to the method used conventionally.

| Comparison of ADP for FIR filter is using LUT |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Multiplier |  |  |  |  |  |

The Memory based LUT multiplier has been designed by Xilinx and the analysis has been done between Area, Delay(ns) and Power(W). LUT multiplier is designed by basic gates and universal gates. The following Table IV shows the comparison between both basic and universal gates. When LUT multiplier is design by basic gates the area and delay were more but the same design were performed by using

| Comparison of ADP For LUT Multiplier |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| word <br> size | Design using basic <br> gates |  | Design using <br> Universal Gates |  |  |  |
|  | Area | Delay | Power | Area | Delay | Power |
| $\mathrm{L}=5$ | 48 | 6.217 | 0.014 | 40 | 4.921 | 0.014 |
| $\mathrm{~L}=10$ | 151 | 6.731 | 0.14 | 120 | 6.371 | 0.14 |

universal gates apparently there is decrease in area and delay.

Table IV. ADP Analysis of LUT Multiplier

Table V. ADP analysis of FIF filer by using LUT Multiplier



## VI CONCLUSIONS

An efficient approach is thus specified for optimizing the LUTs and is implemented through AOMS method that results in improving performance. FIR filter, resembling the Matched filter structure is thus implemented through the design that is applicable for many applications especially for spectrum sensing in cognitive radio of SDR. The specified method and the design process thus provide $20 \%$ savings of areadelay product and the throughput is twice that of the previous methods. This is shown in tabular representations and explained briefly in the above sections. The overall implementation process is thus simulated using XILINX ISE Project Navigator and the simulated result is shown. The FIR filter is implemented at the receiver part of the system. To further enhance the system performance by utilizing the available spectrum efficiently the specified method will be implemented at transmitter part of the system.
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