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ABSTRACT: 

We recommend a hybrid process for multi-

publicity photo fusion in this paper. The 

fusion blends some photographs taking 

pictures the same scene with different 

publicity occasions and produces a high 

first-rate image. Established on the pixel-

wise weighted mean, many methods had 

been actively proposed, but their resultant 

pictures have blurred edges and textures 

since of the imply system. To beat the 

hazards, the proposed method individually 

fuses the manner and important points of 

input pictures. The small print are fused 

situated on sparse illustration, and the results 

keep their sharpness. Hence, the resultant 

fused images are exceptional with sharp 

edges and textures. Through simulations, we 

show that the proposed method outperforms 

previous methods objectively and 

perceptually 

INTRODUCTION: 

After we take photographs of normal scenes 

that comprise very dark and very vivid 

areas, their digital pix in general lose small 

print of those areas. By and large, by and 

large used digital cameras have narrower 

tiers of luminance than ordinary scenes [1, 

2]. We can not acquire details of regions 

whose luminance is external digital camera 

tiers. These regions are in general called 

saturation areas. To evidently symbolize 

scenes without saturation regions, multi-

publicity image fusion has been proposed 

[3–22]. It fuses some snap shots into one 

favored photo. The enter graphics are 

received by way of taking photographs of 

the identical scene with special exposure 

times, and the areas of their saturation areas 

are specific. Accordingly, the fused snapshot 

completely represents the scene with out 

saturation regions. Ways for multi-publicity 

snapshot fusion are almost always 

categorized into two forms: weighted imply 

and gradient cascade. The previous style has 
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been actively studied and includes the finest 

quantity of methods [3–19]. These methods 

fuse photographs by way of pixel-smart 

weighted imply. Quite a lot of strategies 

forthe weight calculation had been proposed. 

Recently, some methods have aimed to 

preclude visual artifacts, similar to 

movement blurs and ghosts [12–19]. The 

artifacts are brought about by way of motion 

of objects, and contemporary methods try to 

align objects in the equal places. Thus, these 

approaches lessen artifacts and produce 

normal pics. In the gradient cascade style, 

few approaches had been proposed [20, 21]. 

These ways select the highest gradients of 

input pictures at each and every pixel, and 

the consequent gradient field is outlined as 

gradients of the fused photograph. Finally, 

the gradients are modified to the spatial area, 

and the effect is the fused image. They 

produce best edges and textures in fused 

graphics. Each of the 2 forms has problems 

with fused images. Due to the mean system, 

weighted imply methods produce blurred 

pix. In precise, edges and textures of their 

resultant fused pics are blurred. With the 

opposite variety, errors brought on by noise 

and saturation are unfold in all places the 

photo through the transformation from the 

gradient domain to the spatial area, and the 

spreading amplifies the mistakes. 

Consequently, unnatural regions occur in 

fused images. Not too long ago, sparse 

illustration is largely used as important 

method in image processing [23–25], due to 

the fact it might approximate photographs to 

have sharp edges and textures with out mild 

editions such as noises. Several picture 

applications situated on sparse illustration 

have been proposed, and obtain great results 

[23–25]. In the multi-publicity image fusion, 

a method based on sparse representation has 

additionally been proposed [22]. The 

process divides imply values and residual 

add-ons of each and every enter photo via 

patch unit, averages the values, and fuses the 

add-ons headquartered on sparse illustration 

to supply sharp fused components. 

Unluckily, considering the averaging 

procedure is terrible and the fusion is 

affected by saturation regions, fused 

graphics are visually blurred and artifacts 

mostly arise. To overcome the problems of 

prior methods, we suggest a hybrid approach 

for multi-exposure image fusion centered on 

weighted imply and sparse illustration. The 

proposed procedure produces averages and 

small print of fused pix with the aid of 
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making use of weighted imply and sparse 

illustration, respectively. The small print 

imply edges, nearby contrasts, and textures. 

Due to the weighted mean process, the 

ensuing usual pics are visually usual. For 

fusion of detail accessories, we use the 

proposed selection procedure (which 

includes sparse illustration) to preclude blurs 

and results of saturation regions. Because of 

the proposed fusion, the ensuing details have 

sharp edges and textures. As a result, the 

proposed approach produces excellent fused 

photographs with out artifacts, and we 

exhibit that the proposed process 

outperforms previous approaches through 

simulations objectively and perceptually. 

We count on that the object alignment is 

already completed by means of prior 

approaches in this paper, due to the fact the 

a few alignment ways have been proposed, 

and exhibit their efficacy [2, 18]. These 

days, tasks for multi-publicity photo fusion 

will have to be divided to be easy solved. 

For that reason, to show an efficacy of the 

proposed system for the fusion, we take the 

belief in this paper. 

 

Fusion Method based on Weighted Mean  

In this paper, we use a successful method of 

multi-exposure image fusion based on 

weighted mean [10]. This method acts in the 

multi-resolution domain using the Gaussian 

and Laplacian pyramid [26]. The method 

consists of four processes: weight 

calculation, Laplacian pyramid 

decomposition of input images, Gaussian 

pyramid decomposition of weights, and 

fusion. Let Xˆ , Xl , Wˆ l , L(·), and G(·) be 

the fused image, the l-th input image, the 

normalized weights of Xl (l = 1, 2, · · · , L), 

and the function for Laplacian and Gaussian 

pyramid decomposition, respectively, where 

L is the number of input images. The 

method fuses Xl with Wˆ l to produce Xˆ , 

which is defined as 

 

The weights of each pixel are calculated 

based on three measures: contrast, saturation 

and well-exposedness. The contrast values 

are defined as the absolute values of the 

transformed images, where each 

transformed image is calculated by applying 

the Laplacian filter to the greyscale version 

of the input image. The saturation values are 

the standard deviations within the colour 
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channels at each pixel. The wellexposedness 

is derived from the function f(x) = exp(−(x − 

0.5)2/0.08). This function is separately 

applied to each channel at each pixel and the 

well-exposedness is obtained by multiplying 

the results. Finally, weights are calculated as 

a weighted multiplication of the results of 

the three measurements and normalized. 

 

 

 

 

Sparse Representation  

Sparse representation is the approximation 

of input signals with few pre-learned atoms. 

A set of the atoms is commonly called a 

dictionary. Let x ∈ RM be the input signals. 

X is approximated by a dictionary D ∈ 

RM×N (M < N) as x = Dα, where α ∈ R N 

means sparse coefficients that are the 

solution of 

 

||·||0 and ||·||2 are the l0 and l2 norm, 

respectively. From (2), α has many zero and 

few non-zero numbers. (2) is a strict 

formulation of the sparse representation. In 

general, to easily realize sparse 

representation, the l0 norm is relaxed into 

the l1 norm. Similar to the conventional 

method, we use the l1 version of (2) and the 

orthogonal matching pursuit method [27] as 

its solver in this paper. 

 

PROPOSED HYBRID METHOD  

Framework  

The proposed method is a hybrid of 

weighted mean and sparse representation to 

separately produce average and texture 

components of fused images from input 

images. Its framework is shown in Fig. 1, 

where ‘Conv. method’ means the 

conventional method of the weighted mean 

in Sec. 2.1. First, we produce an initial 

version of the fused image by the weighted 

mean method. Next, since the initial image 

has blurred edges and textures, we subtract it 

from the input images to extract variational 

components, where the luminance level of 

the initial image is adaptively adjusted to the 

luminance levels of the input images. The 

variational components are fused based on 

the sparse representation in Sec. 2.2 to keep 
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their sharpness. Finally, by adding the initial 

image and the fused components, the 

proposed method produces a fine fused 

image. 

Extraction of Variational Components   

The extraction of variational components 

consists of three steps: lowpass filtering, 

luminance adjustment, and subtraction. The 

initial image is purposely blurred by lowpass 

filtering to enhance the extracted variational 

components. If this process is skipped, 

values of the subtracted components are 

slight like noise, and the proposed fusion in 

Sec. 3.3 is impaired. In this paper, we use a 

two-dimensional Gaussian filter with size 5 

× 5 and σ = 1.5 as the lowpass filter, where 

σ is its standard deviation. The luminance 

adjustment shifts the mean value of the 

blurred initial image to fit the mean values 

of the input images by patch unit. Let xˆl,p 

(p = 1, 2, · · · ) be the p-th adjusted patch for 

the l-th input image, and xˆl,p is defined as 

 

where x0,p, µl,p, µ0,p, and 1 are the p-th 

patch of the blurred initial image, mean 

value of the p-th patch in the l-th input 

image, mean value of x0,p, and vector 

whose components are 1, respectively. 

Finally, let xl,p and vl,p be the p-th patch in 

the l-th input image and its variational 

components, and vl,p is calculated as vl,p = 

xl,p − xˆl,p 

 

Fusion of Variational Components The 

proposed method fuses sparse coefficients of 

the variational components of input images by 

weighted mean, and the components of the 

fused image are calculated by the fused 

coefficients. To avoid the effect of saturation 
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regions in input images and restrict the number 

of atoms used for the proposed fusion, we 

calculate the weight based on the variances of 

patches in the input images. Saturation regions 

generally have low variances, and we mainly 

utilize patches whose variances are high 

because these patches usually have important 

edges and textures. Therefore, when the patch 

variance is low, we determine that the weight is 

also low and vice versa. Let vˆp and αˆp be the 

variational components of the p-th fused patch 

and their sparse coefficients, respectively. 

Based on Sec. 2.2, vˆp = Dαˆp, and we define 

αˆp as 

 

SIMULATION 

The proposed process is compared with 

earlier ways [10, 15] and the easyHDR. The 

weighted mean approaches We chosen as 

traditional approach [10], and a stateof-the-

art weighted mean approach with object 

alignment isused [15]. The easyHDR is a 

business program for multiexposure image 

fusion.  In the proposed approach, the pre-

learned dictionary is generated from pix of 

various exposure time and many scenes with 

the aid of the k-SVD [23], and the size of 

atoms is 5 × 5. We use 10 image units of 

usual scenes, and the tonemapped photo 

exceptional index (TMQI) [28] as an 

function measure. The scan units comprise 

three or 4 portraits per scene. We exhibit 

some photographs at middle exposure time 

in Fig. Three. The TMQI measures tone-

mapped pix established on a modi- fied 

structural similarity method between 

graphics earlier than and after tone-mapping 

and its statistical naturalness. The 

tonemapped graphics are produced by 

compressing the luminance of their scenes 

into the preferred variety. The details of the 

im- a while are completely represented. 

Therefore, the fused photos seem to be the 

tone-mapped images, and the TMQI is valid 

as a measure for them. However, as a result 

of not obtaining snap shots before tone-

mapping, we are able to handiest use the 

statistical naturalness. The proposed method 

averagely shows higher ratings within the 

TMQI than the others, as proven in desk 1, 
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the place ‘Prop.’ And ‘ordinary’ imply the 

proposed method and natural values of 10 

experiment units, respectively. The values 

are in [0, 1] and a greater one is best. The 

proposed approach cannot invariably 

outperform the others, nevertheless it 

normally suggests high ratings over zero.5, 

which is exceptional from the others. The 

proposed process without doubt suggests 

sharp edges and clear textures in both dark 

and brilliant areas than the others, as shown 

in Fig. Four. The effect of Fig. 4 (b) look to 

be a blurred variant of the proposed ones. 

Fig. Four (d) has incorrect color due to the 

false object alignment. The methods which 

cut down the ghost artifact by the object 

alignment similar to [15] sometimes produce 

detailed artifacts similar to Fig. 4 (d). 

The easyHDR unnaturally enhances color 

and indicates blurred edges. Consequently, 

we have an understanding of that the 

proposed approach perceptually outperforms 

the others

 

 

CONCLUSION 

In this paper, we propose a hybrid system 

for multi-publicity photo fusion founded on 

weighted imply and sparse illustration to 

produce typical and variational add-ons of 

fused graphics, respectively. Considering the 

fact that of the benefits of weighted mean 

and sparse illustration, the consequent fused 

pix are visually usual and have sharp edges 

and textures. The proposed method shows 

higher outcome than earlier ways in the 

simulations objectively and perceptually. As 
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future work, an alignment process on the grounds 

that the proposed algorithm will likely be 

introduced. 
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