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Abstract-The problem is motivated by the proliferation of 

large-scale d istributed file systems supporting parallel 

access to more than one storage devices i.e. to the mult iple 

devices. Our work mainly focuses on the current Internet 

standard for such file systems, i.e . the parallel Network File 

System. This makes use of Kerberos for establishing the 

parallel session keys between the clients and the storage 

devices. Our analysis about the existing Kerberos -based 

protocol displays that it has a number of limitations. In this 

paper, we are t rying to propose a variety of authenticated 

key exchange protocols which are designed to address the 

issues which were faced by the existing system. We show 

that our protocols are efficient to handle the reducing up to 

approximately of the workload of the metadata server and 

concurrently supporting forward secrecy and escrow-

freeness. Only a s mall fraction of increased computation 

overhead at the client is what all required. 

 Keywords  – Parallel Network File system (pNFS), 

Kerberos, forward secrecy, Escrow-free.  

 

I. INTRODUCTION 
 

 
 In parallel file system, the file data is spread across the 

multip le storage devices or nodes to allow the concurrent 

access by many different tasks of a parallel application. 

[7]This is frequently used in large-scale cluster computing 

that focuses on high performance and reliab le access to 

large datasets. That is, higher I/O bandwidth is achieved 

through concurrent access to multiple storage devices within 

large compute clusters; while data loss is protected through 

data mirroring using fault-tolerant striping algorithms. [1]In  

this work, we examine the p roblems of secure many-to-

many communications in large -scale network file  systems 

which support the parallel access to multip le storage devices.  

 
 That is, we examine a communication model where there 

are a huge number of clients (potentially hundreds or 

thousands) accessing multiple remote and distributed 

storage devices (which also may scale up to hundreds or 

thousands) in  parallel. Especially, we focus on how to 

exchange key materials and build parallel secure sessions 

between the clients and the storage devices in the parallel 

Network File System (pNFS).[6] The development of pNFS 

is driven by Netapp, Panasas, Sun, IBM, EMC and 

UMich/CITI, and thus it shares many common features and 

is compatible with many existing commercial/proprietary  

network file systems. 

 The primary goal here is to design an efficient and secure 

authenticated key exchange protocol that meets the specific 

requirements of pNFS. The main aim is to achieve the 

properties like scalability, forward  secrecy, Escrow-free. 

The main aim of this paper is to propose a variety of 

authenticated key exchange protocol which is very efficient 

to handle the reducing up to approximately of the workload 

of the metadata server and concurrently supporting forward  

secrecy and escrow-freeness. All th is requires only  a s mall 

fraction of increased computation overhead at the client. We 

define an  appropriate security model and prove that our 

protocols are secure in the model.  

 

 
  
II. LITERATURE REVIEW  

 

 
 1. FARSITE: Federated, Available, and Reliable Storage 

fo r an Incompletely Trusted Environment AUTHORS: A. 

Adya, W.J. Bolosky, M. Castro  

Description: This paper Farsite provides the file availability 

and reliability with the help of randomized replicated 

storage. They ensure the secrecy of the file contents with the 

help of cryptographic techniques. They also maintain the 

integrity of the file and the directory data with a Byzantine-

fault-tolerant p rotocol. They designed a system which is 

scalable by using a distributed hint mechanism and 

delegation certificates for path name t ranslations and also 

achieve good performance by locally caching file data, 

lazily propagating file  updates, and varying the duration and 

the granularity of the content leases. Farsite is  designed to 

support the files and also the I/O workload of desktop 
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computers in a large company or university. It provides 

availability and reliability through replication; privacy and 

authentication through cryptography; integrity through 

Byzantine-fault-tolerance techniques; consistency through 

leases of variable granularity and duration; scalability 

through namespace delegation; and reasonable performance 

through client caching, h int based pathname t ranslation, and 

lazy update commit. 

 

 

 

 

2. Block level security for network-attached disks 

AUTHORS: Marcos K. Aguilera, Minwen  Ji, Mark 

Lillibridge  

 

Description: They propose a practical and efficient method 

for adding security to network-attached disks (NADs). Their 

design requires no changes to the data layout on disk, 

minimal changes to existing NADs, and only small changes 

to the standard protocol for accessing remote block-based 

devices. They have implemented a prototype NAD file 

system, called Snapdragon that incorporates their ideas. 

They also evaluated Snapdragon’s performance and 

scalability. In this paper they have presented a new block-

based security scheme for network-attached disks (NADs). 

In contrast to previous work, their scheme requires no 

changes to the data layout on disk and only minor changes 

to the standard protocol for accessing remote block-based 

devices. 

 

3. Authenticated key exchange secure against dictionary 

attacks. AUTHORS: M. Bellare, D. Pointcheval, and P. 

Rogaway  

 

Description: Password-based protocols for authenticated 

key exchange (AKE) are designed to work despite the use of 

passwords drawn from a space so small that an adversary 

might well enumerate, off line, all possible passwords. 

While several such protocols have been suggested, the 

underlying theory has been lagging. The author begin by 

defining a model for this problem, one rich enough to deal 

with password guessing, forward secrecy, server 

compromise, and loss of session keys. The one model can 

be used to define various goals. The author takes AKE (with 

“implicit” authentication) as the “basic” goal, and they give 

definit ions for it and for entity-authentication goals as well. 

Then they prove correctness for the idea at the center of the 

Encrypted Key-Exchange (EKE) protocol of Bellovin  and 

Merritt: they prove security, in an ideal-cipher model, of the 

two-flow protocol at the core of EKE. 

 

4. Analysis of key-exchange protocols and their use for 

building secure channels AUTHORS: Ran Canetti and 

Hugo Krawczyk 

 

 Description: In this paper author presents a formalis m for 

the analysis of key-exchange protocols that combines 

previous definitional approaches and results in a definition 

of security that enjoys some important analytical benefits: (i) 

any key-exchange protocol that satisfies the security 

definit ion can be composed with symmetric encryption and 

authentication functions to provide provably secure 

communicat ion channels (as defined here); and (ii) the 

definit ion allows for simple modular proofs of security: one 

can design and prove security of key-exchange protocols in  

 

 

 

an idealized model where the communicat ion links are 

perfectly authenticated, and then translate them using 

general tools to obtain security in the realistic setting of 

adversary-controlled links. Th is paper adopts a methodology 

for the analysis of key-exchange protocols. They follow the 

approach of the adversarial model. 

 

5. Authenticated Key Exchange Protocols for parallel 

Network File Systems AUTHORS: Hoon Wei Lim Guomin  

Yang  

 

Description: In this paper the authors study the problem of 

key establishment for secure many-to-many 

communicat ions. The problem is inspired by the 

proliferation of large-scale d istributed file systems 

supporting parallel access to multip le storage devices. Their 

work focuses on the current Internet standard for such file  

systems, i.e., parallel Network File System (pNFS), which 

makes use of Kerberos to establish parallel session keys 

between clients and storage devices. They overcome the 

number of limitations: (i) a metadata server facilitating key 

exchange between the clients and the storage devices has 

heavy workload that restricts the scalability of the protocol; 

(ii) the protocol does not provide forward  secrecy; (iii) the 

metadata server generates itself all the session keys that are 

used between the clients and storage devices, and this 

inherently leads to key escrow. 

 

 
III. PROPOSED SYSTEM  

 

Our work main ly focuses on the current Internet standard 

for such file systems, i.e., parallel Network File System. 

This makes use of Kerberos for establishing the parallel 

session keys between the clients and the storage devices. 

Our rev iew of the existing Kerberos-based protocol shows 

that it has a number of limitations. In this paper, we propose 

a variety of authenticated key exchange protocols that are 

designed to address the above issues. We show that our 

protocols are efficient to handle the reducing up to 

approximately of the workload of the metadata server and 

concurrently supporting forward secrecy and escrow-

freeness. All this requires only a small fraction of increas ed 

computation overhead at the client. 
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IV. MODULES 

 

System Model 

  

In the first module, we implement the system model. The 

metadata server is trusted to act as a reference monitor, issue 

valid layouts containing access permissions, and sometimes 

even generate session keys (for example, in the case of  

 

 

Kerberos-based pNFS) for secure communication between 

the client and the storage devices. The storage devices are 

trusted to store data and only perform I/O operations upon 

authorized requests. However, we assume that the storage 

devices are at a much higher risk of being compromised 

compared to the metadata server, which is typically easier to 

monitor and protect in a centralized location. Furthermore, 

we assume that the storage devices may occasionally 

encounter hardware or Kerberos-based pNFS Protocol 

Security model with forward secrecy software failure, 

causing the data stored on them no longer accessible. We 

note that this work focuses on communicat ion security. 

Hence, we assume that data transmitted between the client 

and the metadata server, or between the client and the 

storage device can be easily eavesdropped, modified or 

deleted by an adversary. However, we do not address 

storage related security issues in this work. Security 

protection mechanisms for data at rest are orthogonal to our 

protocols. 

 

Kerberos-based pNFS Protocol 

 

The pNFS protocol that transfers file metadata, also known 

as a layout,1 between the metadata server and a client node. 

For the sake of completeness, we describe the key 

establishment protocol recommended for pNFS in RFC 

5661 between a client C and n storage devices Si, through a 

metadata server M. Since the session keys are generated by 

M and transported to Si through C, no interaction is required 

between C and Si (in  terms of key  exchange) in order to 

agree on a session key. This keeps the communication 

overhead between the client and each storage device to a 

minimum in comparison with the case where key exchange 

is required. Moreover, the computational overhead for the 

client and each storage device is very low since the protocol 

is mainly based on symmetric key encryption. The message 

serves as key confirmat ion, that is to convince C that Si is in  

possession of the same session key that C uses. 

 

Security model with forward secrecy 

 

In this module, we implement security model with forward  

secrecy. We first introduce some notation required for our 

protocols. Let F(k;m) denote a secure key derivation 

function that takes as input a secret key k and some 

auxiliary informat ion m, and outputs another key. Let  sid 

denote a session identifier which can be used to uniquely 

name the ensuing session. Let also N be the total number of 

storage devices to which a client is allowed to access. We 

are now ready to describe the construction of our protocols. 

We now employ a Diffie -Hellman key agreement technique 

to both provide forward secrecy and prevent key escrow. In 

this protocol, each Si is required to pre-distribute some key 

material to M at Phase I of the protocol. 

 

 

 

Security Analysis  

 

We work in a security model that allows us to show that an 

adversary attacking our protocols will not able to learn any 

informat ion about a session key. Our model also implies 

implicit authentication, that is, only the right protocol 

participant is ab le to learn  or derive a session key. The 

above security model for pNFS-AKE does not consider 

forward secrecy (i.e., the corruption of a party will not 

endanger his/her previous communication sessions). Below 

we first define a weak form of forward secrecy we call 

partial forward secrecy (PFS). 

 

CONCLUSION 

 

We proposed the three authenticated key exchange protocols 

for the parallel network file system (pNFS). The three 

appealing advantages are offered  by our protocols over the 

existing Kerberos-based pNFS protocol. Firstly the 

metadata server which is executing our protocols has much 

lower workload as compared  to that of the Kerberos -based 

approach. Secondly, two of our protocols provide the 

forward secrecy: one which is partially forward  secure, 

while other is the fully forward  secure. Third ly we also have 

designed a protocol which provides forward secrecy as well 

as is escrow-free.  
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