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  A b s t r a c t 

 In this paper, the Generalized  Differential Transformation Method (GDTM) for 
approximating the solution of systems of linear volterra  integro-differential 
equations of  fractional  of fractional is implemented. The fractional derivative is 
considered in the Caputo sense. The approximate solutions are calculated in the 
form of a convergent series with easily quantifiable workings. Numerical results 
show that this approach is easy to implement and accurate when applied to 
systems integro-differential equations. 

Keywords: Integro-Differential equations, Fractional calculus, Generalized  
Differential,Transformation method ,  system of linear Volterra integro-differential  
equations . 

 This paper is prearranged as: Section  one shows some basic concept that we 
will need.  section two   GDTM Technique for solving linear integro-differential 
equations of fractional order . modified GDTM Technique for solving systems of 
linear integro-differential equations of fractional order has been dispraised in third 
section. illustrated example solved in three  cases with table of results and 
diagrams in section four .   Conclusions is proposed in section five.     

  1. Basic concept 

 1.1 Fractional  Calculus 

The history of Fractional Calculus is as old as that of the classical 
calculus. Based on  L'Hopital and Leibniz (1695),Fractional Calculus.The 
Fractional Calculus is a theory of arbitrary real or even complex order. It 
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is a generalization of the classical calculus and therefore conserves many 
of the fundamental properties.  As an intensively rising area of the 
calculus during the last couple decades it offers wonderful new feature for 
research and thus becomes more and more in use in various 
applications[4].There is some basic definitions in fractional calculus mention 
the  most important. 

Definition (1.1): (Caputo Fractional Derivatives 𝐃𝐂𝛂),[4],[10],[20]: 

     Let  f(t) ∈ Cµ   n  [18 ]  that is defined on the closed interval [a,b], the Caputo 
fractional derivative of order > 0 of f  is defined by: 

Dc
α f(t)≔  

{
 
 

 
 1

Γ(n− α)
∫

f (n)(τ)

(t − τ)α+1−n
 dτ  ,     n − 1 < 𝛼 < 𝑛 ,           𝑛 ∈ 𝑁 

t

a

dn

dtn
f(t),                                                    α = n,                       n ∈ N 

   (1.1) 

Definition (1.2): (Riemann-Liouville Fractional Intrgrals),[16],[18]: 

     Let f(t) ∈ Cµn that is defined on the closed interval [a,b], the Riemann-
Liouville Fractional integral of order  > 0 of  f  is defined by:  Jα  f(t)≔
1

Γ(α)
∫ f (τ)(t − τ)α−1dτ
t

a             (1.2) 

Definition(1.3)(Gamma function),[12], [14],[20] 

    The complete gamma function Γ(t)  is also known as generalized factorial 
function. It is defined  by using the following  integral: 

(t)   ∫ St−1e−S dS ,    t > 0
∞

0    , S  any variable                                               (1.3) 

(1.5)(Properties of Gamma function), [14],[20]: 

(1) Γ(t + 1) = tΓ(t)       t > 0 

(2) Γ(t) = (t − 1)!t is positive integer, convention:  0! = 1 

(3)Γ 1
2
√π 

 (1.2)  Differential transform DT 
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      There is many numerical methods that have been adopted to resolve this 
type of  problems such as Adomian decomposition method (ADM), variational 
iteration method (VIM), homotopy analysis method(HAM), homotopy perturbation 
method (HPM) and differential transform method(DTM),[13],[15]. Generalized 
Differential transform (GDT) has taken the shape of an important and convenient 
tool. In(1980) G.E. Pukhov used differential transform in numerical methods to 
solve fractional differential equations for the first time[8],[9].The factual using of 
DTM was in (1986) by Zhou in electric circuit analysis,[24]. Since then, (DTM) 
was success-fully applied for a large variety of problems. In (2008) Erturk and 
Momani proposed (DTM) as efficiency tool to solve systems of  fractional 
differential equations [5],[11].After this many researchers used (DTM) till 
Taghvafard and Erjaee in (2011) solved systems of singular Volterra integro-
differential equations  of convolution type with DT [6].  

  So the differential transform method can be defined as a numerical method 
based on the Taylor series expansion which constructs an analytical solution in 
the form of a polynomial. The traditional high order Taylor series method 
requires symbolic computation [2],[3],[8],[19]. 

Fractional Differential transform can be defined as: 

 F(k)=
{
 

 k
α ∈ Z

+ ,
1

(
K

α)!
[
d
k
α f(x)
dxk/α

]
x=x0

k

α ∉ Z
+ ,0                  

for  k=0,1,…,(qα-1)                              (1.4) 

Where α is the order of fractional derivative[5],[7]: .  

And We define the generalized differential transform of the kth derivative of 

function f(t) in one variable as follows,[6]:: F(k) =
1

Γ(αk+1)
[(D t˳

α)
k

f(t)]t=t˳                       
(1.5) 

where (D t˳α)K= D t˳α .D t˳α ……D t˳ α,k-times and the differential inverse transform of 
F(k)is defined as follows: f(t) = ∑ F α(k)(t− t˳)

 αk
                                                          ∞

k=0 (1.6) 

  (1.6 )(Properties of GDTM),[5],[6],[7],[22] 
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1-If  f(t) = g(t) ± h(t), then F(k) = G(k) ± H(k). 

2-If f(t) =ag(t), then F(k) = aG(k),   where a is a constant. 

3-If f(t) =g(t)h(t), thenF(k) = ∑ G(l)  Hk
l=0

(k − l) 

4-If f(t)=g1(t)g2(t), …… . . , gn−1(t)gn(t), then f(x)=∑ ∑ ……∑ ∑ G1(k1
k
kn−1=0

k
kn−1=0

kn−1
kn−1=0

k
kn−1=0

)Gn(k2 −

k1)… …Gn−1(kn−1− kn−2)Gn(k − kn−1) 

5-If f(t)= Dt  ˳α g(t) ,    then   F(k) =
Γ(αk+1)+1

Γ(αk+1)
G (k + 1) 

6-If f(t)=(t − t˳ )
β , then     F(k) = δ (k −

β

 α
) ,where  δ(k) = {1 if  k = 0

0 if k ≠ 0
 

7-If f(t)=∫ g(t)dt  ,
t

t˳ 
thenF(k) =

G (k −
1

 α
)

αk
where k ≥ 1

α
 

8-If f(t)=g(t)∫ h(t)dt  t

t˳ thenF(k) = ∑
H (k−

1

α
)

αk1

k

k1=
1

α

G(k − k1)where k ≥ 1

α
 

9-If f(t)=∫ h1
t

t˳
(t)h2(t) ……… hn−1(t)hn(t)dt, then 

F(k) =
1

αk
∑ ∑ …∑ ∑ H1( k1

k2
k1=0

k3
k2=0

kn−1
kn−2

k−
1

 α
kn−1=0 

)H2(k2− k1)..Hn−1 (kn−1− kn −
1

 α
] , k ≥

1

 α
 . 

10- If f(t)=[g1( t)g2(t) ………… gm−1(t)gm(t)]∫ h1(t)h2(t) … . hn−1(t)hn(t)dt,   
t

t˳  

 then  F(k) = ∑ 1

α k1
∑ ∑ ∑ ∑ ∑ G1(i1)

im−1
im−2=0

k−k1
j1=0

j2
j1=0

j3
j2=0

k1−
1

 α
jn−1=0

k
ki

G2(i2− i1)… Gm−1(im−1 − im−2)Gm (k −

im−1 − k1)× H1(j1)H2(j2 − j1) … . . Hn−1(jn−1− jn−2)Hn (k1− jn−1−
1

 α
) , where k ≥ 1/α . 

2. Solving Linear Volterra Integro-Differential Equations of Fractional 
order(L-FVIDE) using GDTM Technique [5],[6]: 

    A few searchers involve with fractional systems ,so the propose 
technique provide a good results for linear system of fractional integro-
differential equations. First we will give a technique that used to solve 
fractional linear integro-differential equations ,which is based on Taylor 
series expansion. Consider the L-FVIDE  Dc

β
 u(t) =

f(t) +λ∫ K(t, x)u(x)dx
t

0    (2.1) 

With  initial condition  u(0)= a  ,  0< 𝛽 ≤ 1 , λ ∈  ℝ ,Dcβ u(t)   denotes the 
Caputo fractional derivative of order β for u(t),f(t) is continues function with 
 f(t) ∈ Cμn , t ∈ [a, b].To solve the equation (2.1) using GDTM, one can take the 
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differential  transform  to the both sides  of  equation(2.1). According  to  
GDTM properties in (1.6),the terms of equation (2.1) can be transform as 
following: 

1-Dcβ  u(t)  transformed to
Γ(αk+β+1)

Γ(αk+1)
U( k+ 

β

 α
 ) 

2-f(t)transformed toF(k) 

3-λ ∫ K(t, x)u (x)dx
t

0 transformed to
1

αk
U(k −

1

α
)  λ F{K(t, x)} ,  

In this part of the transform, k satisfies that k ≥ 1

α 
 ,taking into 

consideration what is suitable for each function in terms of transformation. 
Next  one can characterize the new equation to find U( k+β

α
 ), k = 0, … , n . 

such that  

U( k+ β
α
 ) =

Γ(αk+1)

Γ(αk+β+1)
[ F(k) +

1

αk
U (k −

1

α
)  λ  F{K(t, x)} ]            (2.2) 

Now we have two cases: 
First case When 𝛃 = 𝛂 = 𝟏  

   To transform the initial condition of (2.1) we need to use the following  
relation at  t=a 

U(k ° ) = {
If  αk ∈ ℤ+   then  U(k ° ) =

1

αk°  

du

dt

            If  αk ∉ ℤ+   then U(k ° ) = 0    ∀ k ° = 0, … , n

 

wherek° = βα−  1 , at  t=0 . 

It is clear that k° = 0  in this case, and by substituting  β = α = 1  the value 
of U( k+ β

α
 ) will be U( k+1). Next substituting  k values in the obtained 

equation ∀ k = 0,… ,n. 

One can find the values of U( k+1) ∀ k = 0,… ,n which present the 
transformed series of      U( k+1) ,after this depending on the derivations 
of equation (1.6) in section (1.6).Taking  the inverse transform of equation 
(2.2) by  using  the following  relation  

    u(t) = ∑ U(k)(t − t˳)αk∞
k=0       t˳ = 0 , α = 1 
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   u(t) = ∑ U(k)tαk
∞

k=0
 

We get the semi analytic solution for equation (2.1) in series form. 
 

Second case When 𝛃 is fractional  

 In this case selecting α must satisfie:  

 𝛼  ≤ 𝛽 − 1 . 
 β

α
  ∈ ℤ+ 

 By the same way we can substitute values of β  and  α in U( k+ β
α
 ), k =

0, … ,n . 
and apply the same steps to obtain the transformed initial condition .Then, 
take k values ∀ k = 0, …, n, to find U( k+ β

α
 )  ∀ k = 0,… ,n. after this, take  

the inverse transform of equation (2.2) :u(t) = ∑ U( k)(t − t˳)αk∞
k=0        t˳ = 0 , 

α is fractional 
                          u(t) = ∑ U(k)tαk∞

k=0  
to obtain the approximate solution for the original equation (2.1) in series 
form. 

3. Solving  system  of  Linear Volterra Integro-Differential Equations of 
Fractional order Using GDTM Technique   

      We can generalize the technique of GDTM obtained in section two above [5],[6] to solve a system 

of L-FVIDE as fallowing: 

 Consider  the system of L-FVIDE   ∑ Dc
βn

j=1 uj(t) = fj(t) + λj ∫ Kj(t,x, uj)uj(x)dx
t

0                  (3.1) 

With initial conditions  uj(0)= a,  0< 𝛽 ≤ 1 , j=1,2,..,m , i=1,2,..,n    m, n,∈ ℤ+   , λj ∈  ℝ 

Dc
β
uj(t)  denotes the caputo fractional derivative of order β for uj(t), fj(t) iscontinuous  function   

with  f(t)   ∈  Cμ
n ,t ∈ [a,b] .To solve the system  (3.1)  by using GDTM, one can take the differential 

transform  for both sides  of  system(3.1).According  to  GDTM properties in (1.6),the terms of 

equation (3.1)can be transformed as following 

1-Dc
β
uj(t)  transformed to

Γ(αk+β+1)

Γ(αk+1)
Uj( k + 

β

α
 ) 

2-fj(t)transformed to Fj(k) 

3-λj ∫ Kj(t, x)uj (x)dx
t

0  transformed to 
1

αk
Uj (k −

1

α
)  λj F{Kj (t, x)} ,  

https://edupediapublications.org/journals
http://edupediapublications.org/journals/index.php/IJR/


   International Journal of Research 
 https://edupediapublications.org/journalsAvailable at   

p-ISSN: 2348-6848 

e-ISSN: 2348-795X 

Volume 03 Is s ue 13 

Sep tember 2016 

  

 http://edupediapublications.org/journals/index.php/IJR/ online:Available   275|  P a g e 

 

In this part of the transform, k satisfies  k≥
1

α 
 ,taking into consideration what is suitable for each 

function in terms of transformation.Next we can characterize the new equation to find Uj( k+ 
βj

α
 ),   j =

1,2, . . ,m, k = 0,… ,n     and  m, n ∈ ℤ+ . such that 

  Uj( k+ 
βj

α
 ) =  

Γ(αk+1)

Γ(αk+βj+1)
[ Fj(k) +

1

αk
Uj (k −

1

α
)  λj  F{Kj(t, x)}]          (3.2) 

Now we have three cases: 

First case When 𝛃𝐣 = 𝛂 = 𝟏  

To transform the initial conditions we need to use the relation below  

at  t=a      Uj(k ° ) = {
If  αk ∈ ℤ+   then Uj(k ° ) =

1

αk° 

du

dt

   If  αk ∉ ℤ+   then Uj(k ° ) = 0    ∀ k ° = 0, … , n , ∀ j = 1,2, . . , m  

 

where k° = 
βj

α
−  1 ,  a=0 . It is Clear  that k° = 0  in this case, and by substituting  βj = α = 1  the 

value of  Uj( k+ 
βj

α
 ) will be Uj(k+1) ∀ j=1,2,..,m. Next substituting k values in the obtained 

equations  ∀ k = 0, …,n .one can find the values of Uj( k+1) ∀ k = 0,… ,n,which present the 

transformed series of  Uj( k+1) , after this taking  the inverse transform of equation  (3.2) by  using  the 

relation  uj  (t)=∑ Uj (k)(t − t0)
αk       ∞

k=1 t0=0,  α = 1  ,        uj(t) = ∑ Uj(k)t
k∞

k=1  

we get the semi analytic solution for equation (3.1) in series frame. 

Second case When 𝛃𝐣 is fractional and 𝛃𝟏 = 𝛃𝟐=𝛃𝟑 = ⋯ = 𝛃𝐣 , ∀ 𝐣 = 𝟏, 𝟐, . . ,𝐦   

  selecting  α must satisfie :  

 α  ≤ βj − 1 . 

 βj

α
  ∈ ℤ+ 

using the same way as  in section tow  we can substitute values of βj  and  α in   Uj( k+ 
βj

α
 ), k =

0, … , n , and apply the same steps in section tow to obtain the transformed initial 

conditions Uj(k° ).Then, we take k values ∀ k = 0,… ,n to find Uj( k i+ 
βj

α
 ), ∀  j = 1,2, . . ,m ,     ∀ i =

0, … , n. ,after this, we take the inverse transform of equation(3.2) 

uj (t)=∑ Uj(k)(t − t0)
αk∞

k=1               t0=0  ,              α is fractional 

 uj(t) = ∑ Uj(k)t
αk∞

k=0  

To obtain the approximation solution for the original equation (3.1) in series form. 

Third case:-When 𝛃𝐣 is fractional and𝛃𝟏 ≠ 𝛃𝟐 ≠ 𝛃𝟑 ≠ ⋯≠ 𝛃𝐣   , ∀  𝐣 = 𝟏,𝟐, . . , 𝐦 

Selecting α must satisfies:   

 α  ≤ βj −1 . 

 βj

α
  ∈ ℤ+ 
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using  the same way in section tow, one can substitute values of βj  and  α in   Uj (k+ 
βj

α
 ),      k =

0, … , n ,and apply the same steps to obtain the transformed initial conditions Uj(k° ).We may find out 

that the numbers of the transformed initial conditions Uj(k° )are different  for equation to other 

according to value of βj for each equation. Then next take k values ∀ k = 0, …,n, to find Uj ( k i+ 

βj

α
 ),∀  j = 1,2, . . , m    , ∀ i = 0, …,n. after this, we take the inverse transform of equation (3.2) 

    uj  (t)=∑ Uj (k)(t − t0)
αk   ∞

k=1    t0=0       α is fractional 

   uj(t) = ∑ Uj(k)t
αk

∞

k=0
 

in order to obtain the approximation solution for the original equation (3.1) in series form. 

Next to illustrate the solution procedure and show the feasibility and 
efficiency of the GDTM we have applied the modified method to solve 
system of linear fraction Volterra integro-differential equations with known 
exact solution, and solve them in different cases to obtained  different 

series.  
4. Application example    

    Consider that we have a  system of L-FVIDE Dc
β₁
u1(t) = t − u1(t) + ∫ [u2(x) − u1(x)]dx

 t

0   

                                                                                     Dc
β₂
u2( t) = 3t + 3 − u2(t) + ∫ [u2(x) − u1(x) ]dx

t

0         (4.1) 

with initial conditions   u1 (0)=0   ,  u2(0)= 1 

the exact solution of system (4.1) is given in  [1] as:      u1  (t)= t2  , u2(t)=  (1+ t)2 

To solve the system (4.1) using GDTM technique and the properties in (1.6) ,we get transformed the 

system  below: For the first equation: 

U1 (k +
β

α
) =

Г(αk + β + 1)

Г(αk + 1)
[δ (k −

1

α
) − U1(k) +

1

αk
(U2 (k −

1

α
) − U1 (k −

1

α
))]    (4.1. a) 

By the same way we can transform the second equation: 

U2 (k +
β

α
) =

Г(αk + 1)

Г(αk + β + 1)
[3δ (k −

1

α
) − 3δ(k) − U2 (k) +

1

αk
(U2 (k −

1

α
) − U1 (k −

1

α
))]   (4.1. b) 

First case: 

To  obtain the first solution: put    α = β = 1  which  means   k˳ =0 then     U₁ (0) = 0  , U₂ (0) = 1 

Then substituting   α and β  values in equations (4.1.a), (4.1.b) we get: 

U1(k + 1) =
Г(k + 1)

Г(k + 2)
[δ(k − 1) − U1(k) +

1

k
(U2(k − 1) − U1(k − 1))] 

U2 (k + 1) =
Г(k + 1)

Г(k + 2)
[3δ(k − 1) + 3δ(k) − U2 (k) +

1

k
(U2 (k − 1) − U1(k − 1))]      (4.1. c) 

Substituting the values k  in system equations  (4.1. c), ∀ k = 0,1,2,… 
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For k = 0   then :U1(1) = 0  ,U2(1) = 2. 

For k = 1 then :U1(2) = 1  ,U2(2)  = 1 

By the same way we can obtain that: U1(k) = U2(k) = 0 ⩝  k ≥ 2. 

Now to get semi analytic solution for system  (1.4)  formed in a series  form applying the inverse  

transform of system (4.1.c):  

u1 (t)=∑ U1(k)(t − t0)
αk∞

k=1      t0=0,  α = 1  ,   u1(t) = ∑ U1(k)t
 k∞

k=0   

u1(t) = U1(0) t
0 + U1(1)t

1 + U1(2) t
2 + U1(3)t

3 ………. 

Then  u1(t)=  t²   and this is exact solution for u1(t) . 

By the way we can find u2(t) : u2(t) = ∑ U2(k)(t − t0)
αk∞

k=0 t0=0,  α = 1.  ,u2 (t) =  ∑ U2(k)t
 k∞

k=0  

u2(t) = U2 (0)t
0 + U2 (1)t

1 + U2(2) t
2 + U3(3) t

3 

u2(t)= 1 + 2t +t2+ 0 +........ 

Then     u2(t)= (1+ t)²  and this is exact solution for u2(t) 

 Second case: For this case one can select  the value of  βj ∀ j = 1,2 as: 

β1  = β2=0.5 and  α = 0.5 which means k˳  = 0 then U1(0) = 0 , U2(0) = 1 

By substituting βj and α values in equations (4.1.a), (4.1.b)  we get:  

U1(k + 1) =
Г (
k
2
+ 1)

Г (
k
2
+
1
2
+ 1)

[δ(k − 2) − U1(k) +
2

k
(U2(k − 2) −U1 (k − 2))] 

U2 (k + 1) =
Г (
k
2
+ 1)

Г (
k
2
+
1
2
+ 1)

[3δ(k − 2) + 3δ(k) − U2(k) +
2

k
(U2 (k − 2) − U1(k − 2))]      (4.1. d) 

Once again, substituting k values in  system  (4.1.d) ∀ k = 0,1,2,…  

For  k = 0   then :U1(1) = 0,U2(1) =  2.2567583 

For   k = 1   then :U1(2) = 0 ,U2(2) = −0.2275461  

Continue this process  for  ∀ k ≥ 2  one can find  U1(k + 1), U2(k+ 1) 

Again  applying  the inverse  transform of system (4.1.d)  to  get approximate  solution  for system 

(4.1)  formed in a series  form: 

u1 (t)=∑ U1(k)(t − t0)
αk∞

k=1 t0=0,  α =
1

2
  ,u1(t) =  ∑ U1(k)t

1

 2
k∞

k=0  

u1(t) = U1(0) t
0 + U1(1) t

1

 2 + U1(2)t
1 + U1(3) t

 3

 2 + ⋯+. . . . U(n)t
n

2 + ⋯ the u1(t)= 0  + 0 + 0+ (1.5045056)t
 3

 2 +........ 

By the way we can find u2(t) :u2 (t) =  ∑ U2 (k)(t − t0)
αk∞

k=0   t0=0,    α =
1

2
. ,u2(t) = ∑ U2(k)t

1

 2
k∞

k=0  

u2(t) = U2  (0) t0 + U2  (1)t
1

2 + U2  (2) t + U2  (3) t
3

2 + U2  (4) t2   +U2  (5) t
5

2+  .... U2  (n) t
n

2 + ⋯ 

u2 (t) = 1 + (2.2567583 )t
1

2 + (−0.2275461 ) t + (3.1801833 ) t
3

2+… 

Finding the arbitrary value of t for any fractional divertive of order β  and  calculate it: 
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For  β = 0.8  then  α = 0.2 , By substituting  β and α values in equations (4.1.a) ,(4.1.b) we get  

U1(k + 4) =
Г (

k
5 
+ 1)

Г (
k
5
+
4 
5
+ 1)

[δ(k − 5) − U1(k) +
5

 k
(U2 (k − 5) − U1(k − 5))] 

U2 (k + 4) =
Г (

k
5 
+ 1)

Г (
k
5
+
4 
5
+ 1)

[3δ(k − 5) −3δ(k) − U2(k) +
5

 k
(U2 (k − 5) − U1 (k − 5))]    (4.1. g) 

For example  take  k=0 then: U1(4) = 0 . and  by the same way we can find U1 (5), U1 (6),…, U1 

(10) ∀k ≥ 1,  applying the inverse  transform to  of system (4.1.g)  get approximate  solution for 

system (4.1)  formed in series  form:u1  (t)=∑ U1(k)(t − t0)
αk∞

k=1   t0=0,    α =
1

5
 

u1(t) = U1(0) t
0 + U1(1)t

1
 5 + U1 (2)t

1 + U1(3)t
3
 5 + ⋯+. . . . U₁(n) t

n
 5 + ⋯ 

u1(t)=0+....+ U₁ (9) t
9

 5+ . . . . +U₁(n) t
n

 5 + ⋯ 

u1(t)= (1.1929681) t
9

 5+ . . . . U₁(n) t
n

 5 + ⋯ 

And one can find u2(t) for k=0   U2(4) =  2.1473425  

and  by the same way we can find U2 (5), U2 (6),…, U2 (10)∀k ≥ 1, 

applying  the inverse  transform  of system (4.1.g) to  get approximate solution for system(4.1)  formed 

in  a series  form:u2 (t)=∑ U2(k)(t− t0)
αk∞

k=1   t0=0,    α =
1

5
 

u2(t) = U2 (0)t
0 + U2 (1)t

1
 5 + U2 (2)t

1 + U2(3) t
3
 5 + U2(4) t

4
 5 + ⋯ +. . . . U₂(n) t

n
 5 + ⋯ 

u2 (t) = 1+0+… +  (2.1473425  )t
4

 5 + ⋯+. . . . U₂(n) t
n

 5 + ⋯  

 u2 (t) = 1+   (2.1473425 )t
4

 5+. . . . +U₂(n) t
n

 5 + ⋯  

For t=0.6 , β = 0.8  ,α = 0.2 ,one can obtain   u1 (t)= 0.47566487 ,   u2 (t) = 6.06053573 

The illustrated   value of  u(t) colored as  red in table (2)  below ,one can find the other entries values 

of table (2)by the same way. 

Third case: Putting    Dc
β₁
u1(x) = x − u1(x) + ∫ [u2(t) − u1(t)]dx

x

0  

                                      Dc
β₂ 

 u2(x) = 3x + 3 − u2 (x) + ∫ [u2(t) − u1(t) ]dx
x

0  

With initial conditions  u1 (0)=0 , u2(0)= 1 , the exact solution is given in [1] as:   

   u1  (t)= t2  ,    u2(t)=  (1+ t)2 

   U1 (k +
β1

α
) =

Г(αk +1)

Г(αk + β1 + 1)
[δ (k −

1

α
) − U1(k) +

1

αk
(U2 (k −

1

α
) − U1 (k −

1

α
))] 

U2 (k +
β2

α
) =

Г(αk + 1)

Г(αk + β2 + 1)
[3δ (k −

1

α
) −3δ(k) − U2(k) +

1

αk
(U2 (k −

1

α
) − U1 (k −

1

α
))] (4.1. f) 

put:- β1 = 0.5 =
1

2
   ,  β2 = 0.75 =

3

4
     α = 0.25 =

1

4
 

To find transform initial conditions:  k1 =
β1

α
−1 = 1   which  means   k1  = 0,1  
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k2 =
β2
α
− 1 = 2   which  means   k2 = 0,1,2  

Then: U1(0) = U1(1) = 0  , U2(0) = 1 ,U2(1) = U2(2) = 0 

Then substituting   αand β  values in system (4.1. f) we get: 

U1(k + 2)= 
Г(
k

4
+1)

Г(
k

4
+
1

2
+1)

[δ(k − 4) − U1(k) +
4

k
(U2(k − 4) − U1(k − 4))]  

U2 (k + 3) =
Г (
k
4
+ 1)

Г (
k
4
+
3
4
+ 1)

[3δ(k − 4) − 3δ(k) − U2(k)  +
4

k
(U2(k − 4) − U1(k − 4))]  ( 4.1. h)   

Substituting  k values in  system   ( 4.1. h)∀ k = 0,1,2, …v,For  k = 0   then :U1(2) =  0  

By the same  way  one can obtain that U1(k + 2) = 0 For   k = 1,2,3      

For  k = 4   then :U1(6) = 1.5045056 

and  one can find U1(k + 2)  For   k = 5,6,….   in similar way   

To find U2 ,  for k = 0   then:U2(3) =  2.1761305  

For  k = 1  then :U2(4) = 0  .  and by the same way we can find U2(k + 3) ∀ k ≥ 2  : 

again applying the inverse transform of system (4.1.h) to get the approximate  solution for system (4.1)  

formed in a series  form:u1  (t)=∑ U1(k)(t − t0)
αk∞

k=1    t0=0,   α =
1

4
 ,  u(t)=∑ U(k)t

1

4
k ∞

k=0  

u1(t) = (1.5045056)t
3

2  + (-t2) +⋯ .. 

By the way we can find u2(t):  u2 (t)=∑ U2(k)(t − t0)
αk∞

k=1 t0=0,   α =
1

4
  ,u2 (t)=∑ U2(k)t

1

4
k ∞

k=0  

u2(t)=  1  +  (2.1761305)t
3

4  +  ( -1.5045056)t
3

2+….    

 

Figure  (1) :Comparison between  the exact solution and approximate  solution of  the example using GDTM  
when N=1  ,𝛽=1 
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Figure  (2):Comparison between  the exact solution and approximate  solution of  the example using GDTM  
when N=10, β=1 

 

 

Table(1) shows Results of system  of the Linaer Volterra integro- differential   
equations of   fractional order   solved using GDTM   after considering  different 

values for N,  𝜷 = 𝟏 

        Values of t 
 𝜶 = 𝜷 = 𝟏 

N=1 
𝜶 = 𝜷 = 𝟏 

N=10 

u₁ u₂ u₁ u₂ 

0.0        0.00000000         1.00000000         0.00000000          1.0000000 

0.1        0.01000000          1.20000000         0.01000000         1.2100000 

0.2        0.04000000          1.40000000         0.04000000         1.4400000 

0.3       0.09000000          1.60000000         0.09000000         1.6900000 

0.4        0.16000000         1.80000000         0.16000000         1.9600000 

0.5        0.25000000          2.00000000         0.25000000         2.2500000 

0.6        0.36000000          2.20000000         0.36000000         2.5600000 

0.7        0.49000000          2.40000000          0.49000000         2.8900000 

0.8        0.64000000         2.60000000         0.64000000         3.2400000 

0.9        0.81000000          2.80000000         0.81000000         3.6100000 

1.0        1.00000000          3.00000000         1.00000000         4.0000000 

                   s 
= 

              0.3850 
                
0.3850 

0                       1.3323e-016 
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ans =               0.2303 0.2303                 0       4.4822e-032 

 
Figure  (3):Comparison  between the  approximate  solutions for  u₁  in  the example   using GDTM when 

N=10  for  different values for the fractional order divertive  𝜷 

 
Figure  (4):Comparison  between the  approximate  solutions for  𝒖𝟐   in  the example using GDTM when 

N=10  for  different values for the fractional order divertive  𝜷 
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Figure  (5)Comparison of the  approximation solutions for u₁  and u₂  in the example  using GDTM when 
N=10 for mixed values for the fractional order divertive 𝜷 
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Values 
of t 

𝜷 = 𝟎. 𝟓                𝜷 = 𝟎. 𝟖               𝜷 = 𝟎.𝟗 
u₁ u₂ u₁ u₂ u₁ u₂ 

0.0 
0.0000000

0 
1.0000000

0 
0.0000000

0 
1.0000000

0 
0.00000000 1.00000000 

0.1 
0.0476662

2 
1.7822138

7 

 

0.0189072
7      

1.9428067
1       

0.00000000 2.21314535 

0.2 
0.1355414

9 
2.2141928

0 

  
0.0658389

4 

2.8201707
6      

0.00000000 3.39122750 

0.3 
0.2507225

7 
2.6188796

2 
0.1365988

6      

  
3.6684247
6       

0.00000000 4.55772352 

0.4 
0.3890913

4 
3.0210258

5 

  
0.2292645

0      

4.4907352
3      

0.00000000 5.71702476 

0.5 
0.5486239

8 
3.4291261

0 
0.3425901

2      
5.2880039

3        
0.00000000 6.87113474 

0.6 
0.7283200

5 
3.8472542

7 
0.4756648

7     
6.0605357

3      
0.00000000 8.02120152 

0.7 
0.9278625

7 
4.2778986

6 
0.6277768

5      
6.8084241

3      
0.00000000 9.16796780 

0.8 
1.1474979

8 
4.7229624

8 

  
0.7983453

5      

7.5316768
2      

0.00000000 
10.3119523

6 

0.9 
1.3880047

3 
5.1842122

9 

  
0.9868822

6     

8.2302647
0        

0.00000000 
11.4535374

4 

1.0 
1.6507043

0 
5.6635202

3 
1.1929680

8     
8.9041433

0     
0.00000000 

12.5930159
7 
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Table (3)showsResults of system  of   LinaerVolterra integro- differential equations  of   fractional 
order  solved using GDTM   after  considering   mixed values for the fractional order  

divertive 𝜷 

Values of 
t 

              𝜷𝟏= 𝟎.𝟓,  𝜷𝟐= 𝟎.𝟕𝟓,  𝜶 = 𝟎. 𝟐𝟓 
N=10 

                
u₁ 

                       
u₂ 

0.0 0.00000000 1.00000000 

0.1 0.04389151 1.38613482 

0.2 0.12631864 1.67522626 

0.3 0.23913771 1.95993128 

0.4 0.38133902 2.25321139 

0.5 0.55323736 2.55994839 

0.6 0.75562100 2.88234760 

0.7 0.98947950 3.22143253 

0.8 1.25589180 3.57761857 

0.9 1.55597354 3.95097697 

1.0 1.89085011 4.34137135 
 

 

 

4. Conclus ions  

This present analysis exhibits the applicability of the differential transform method to solve 

systems of integro-differential equations of fractional order. The work emphasized our belief 

that the method is a reliable technique to handle linear  fractional  integro-differential 

equations. It provides the solutions in terms of convergent series with easily able to be gauged 

workings in a direct way without using linearization, perturbation or restrictive assumptions. 

The results of this method are in good agreement with  the exact solution. in this method we 

do not need to do the difficult computation. The proposed method is talented and applicable 

to a broad class of linear and nonlinear problems in the theory of fractional calculus. 
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