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ABSTRACT: 

We study the problem of key establishment 

for secure many-to-many communications. 

The problem is inspired by the proliferation 

of large-scale distributed file systems 

supporting parallel access to multiple 

storage devices. Our work focuses on the 

current Internet standard for such file 

systems, i.e., parallel Network File System 

(pNFS), which makes use of Kerberos to  

establish parallel session keys between 

clients and storage devices. Our review of 

the existing Kerberos-based protocol shows 

that it has a number of limitations: (i) a 

metadata server facilitating key exchange 

between the clients and the storage devices 

has heavy workload that restricts the 

scalability of the protocol; (ii) the protocol 

does not provide forward secrecy; (iii) the 

metadata server generates itself all the 

session keys that are used between the 

clients and storage devices, and this 

inherently leads to key escrow. In this paper, 

we propose a variety of authenticated key 

exchange protocols that are designed to 

address the above issues. We show that our 

protocols are capable of reducing up to 

approximately 54% of the workload of the 

metadata server and concurrently supporting 

forward secrecy and escrow-freeness. All  

this requires only a small fraction of  

increased computation overhead at the 

client. 

Keywords-Parallel sessions, authenticated 

key exchange, network file systems, forward 

secrecy, key escrow. 

INTRODUCTION 

In a parallel file system, file data is 

distributed across multiple storage devices 

or nodes to allow concurrent access by 

multiple tasks of a parallel application. This 

is typically used in large-scale cluster 

computing that focuses on high performance 

and reliable access to large datasets. That is, 

higher I/O bandwidth is achieved through 

concurrent access to multiple storage 

devices within large compute clusters; while 

data loss is protected through data mirroring 
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using fault-tolerant striping algorithms. 

Some examples of high performance parallel 

file systems that are in production use are 

the IBM General Parallel File System 

(GPFS) [48], Google File System 

(GoogleFS) [21], Lustre [35], Parallel 

Virtual File System (PVFS) [43], and 

Panasas File System [53]; while there also 

exist research projects on distributed object 

storage systems such as Usra Minor [1], 

Ceph [52], XtreemFS [25], and Gfarm [50]. 

These are usually required for advanced 

scientific or data-intensive applications such 

s, seismic data processing, digital animation 

studios, computational fluid dynamics, and 

semiconductor manufacturing. we attempt to 

meet the following desirable properties, 

which either have not been satisfactorily 

achieved or are not achievable by the current 

Kerberos-based solution  

• Scalability – the metadata server 

facilitating access requests from a client to 

multiple storage devices should bear as little 

workload as possible such that the server 

will not become a performance bottleneck, 

but is capable of supporting a very large 

number of clients; 

• Forward secrecy – the protocol should 

guarantee the security of past session keys 

when the long-term secret key of a client or 

a storage device is compromised [39]; and 

• Escrow-free – the metadata server should 

not learn any information about any session 

key used by the client and the storage 

device, provided there is no collusion among 

them. 

Security Consideration 

Earlier versions of NFS focused on 

simplicity and efficiency, and were designed 

to work well on intranets and local 

networks. Subsequently, the later versions 

aim to improve access and performance 

within the Internet environment. However, 

security has then become a greater concern. 

Among many other security issues, user and 

server authentication within an open, 

distributed, and cross-domain environment 

are a complicated matter. Key management 

can be tedious and expensive, but an 

important aspect in ensuring security of the 

system. Moreover, data privacy may be 

critical in high performance and parallel 

applications, for example, those associated 

with biomedical information sharing [28], 

[44], financial data processing & analysis 

[20], [34], and drug simulation & discovery 

[42]. 
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Single Sign-on.  In NFS/pNFS that employs  

kerberos, each storage device shares a (long-

term) symmetric key with the metadata 

server (which acts as the KDC). Kerberos 

then allows the client to perform single sign-

on, such that the client is authenticated once 

to the KDC for a fixed period of time but 

may be allowed access to multiple storage 

devices governed by the KDC within that 

period. This can be summarized in three 

rounds of communication between the 

client, the metadata server, and the storage 

devices as follows: 1) the client and the 

metadata server perform mutual 

authentication through LIPKEY (as 

described before), and the server issues a 

ticket-granting ticket (TGT) to the client 

upon successful authentication; 2) the client 

forwards the TGT to a ticket-granting server 

(TGS), typically the same entity as the 

KDC, in order to obtain one or more service 

tickets (each containing a session key for 

access to a storage device), and valid layouts 

(each presenting valid access permissions to 

a storage device according to the ACLs); 3) 

the client finally presents the service tickets 

and layouts to the corresponding storage 

devices to get access to the stored data 

objects or files. 

CONCLUSIONS 

We proposed three authenticated key 

exchange protocols for parallel network file 

system (pNFS). Our protocols offer three 

appealing advantages over the existing 

Kerberos-based pNFS protocol. First, the 

metadata server executing our protocols has 

much lower workload than that of the 

Kerberos-based approach. Second, two our 

protocols provide forward secrecy: one is 

partially forward secure (with respect to 

multiple 

sessions within a time period), while the 

other is fully forward 

secure (with respect to a session). Third, we 

have designed a 

protocol which not only provides forward 

secrecy, but is also escrow-free. 
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