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Abstract: conventional spatial queries, including range seek and nearest neighbor retrieval, contain only 

conditions on gadgets’ geometric properties. Today, many modern applications name for novel types of 

queries that intention to locate items enjoyable each a spatial predicate, and a predicate on their related 

texts. As an example, in preference to considering all of the eating places, a nearest neighbor query might 

as an alternative ask for the eating place this is the closest amongst the ones whose menus comprise 

―steak, spaghetti, brandy‖ all on the equal time. Currently, the first-class approach to such queries is 

based totally on the ir
2
-tree, which, as shown on this paper, has some deficiencies that severely impact its 

efficiency. Inspired by this, we increase a brand new access technique referred to as the spatial inverted 

index that extends the conventional inverted index to deal with multidimensional information, and comes 

with algorithms that may answer nearest neighbor queries with keywords in real time. As confirmed by 

means of experiments, the proposed techniques outperform the ir
2
-tree in query reaction time extensively, 

often with the aid of a thing of orders of significance. 
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1. ADVENT 

A spatial database manages multidimensional 

gadgets (which includes points, rectangles, and 

many others.), and gives rapid get right of entry 

to to the ones items based totally on special 

selection standards. 

The significance of spatial databases is pondered 

via the ease of modeling entities of reality in a 

geometrical manner. As an instance, places of 

eating places, resorts, hospitals and so forth are 

often represented as factors in a map, even as 

larger extents including parks, lakes, and 

landscapes regularly as a combination of 

rectangles. Many functionalities of a spatial 

database are useful in diverse methods in specific 

contexts. For instance, in a geography statistics 

device, range search may be deployed to find all 

eating places in a sure region, while nearest 

neighbor retrieval can discover the eating place 

closest to a given address. There are smooth ways 

to  

guide queries that combine spatial and textual 

content capabilities. As an instance, for the above 

query, we ought to first fetch all the restaurants 

whose menus contain the set of key phrases steak, 

spaghetti, brandy, after which from the retrieved 

restaurants, find the closest one. Further, one can 

also do it reversely by using concentrated on first 

the spatial conditions—browse all the restaurants 
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in ascending order of their distances to the query 

point till encountering one whose menu has all of 

the key phrases. 

The principal downside of those truthful 

procedures is that they'll fail to offer actual time 

solutions on difficult inputs. A standard instance 

is that the actual nearest neighbor lies quite away 

from the question point, at the same time as all of 

the closer friends are lacking as a minimum one 

of the query key phrases. 

 

2 TROUBLE DEFINITIONS 

Let p be a hard and fast of multidimensional 

factors. As our purpose is to combine key-word 

seek with the present region-finding services on 

centers which include hospitals, eating places, 

lodges, and so forth., we are able to recognition 

on dimensionality 2, however our technique may 

be prolonged to arbitrary dimensionalities and not 

using a technical obstacle. We will anticipate that 

the points in p have integer coordinates, such that 

every coordinate stages in [0, t], in which t is a 

massive integer. This isn't as restrictive as it is 

able to seem, due to the fact even supposing one 

would really like to insist on real valued 

coordinates, the set of various coordinates 

representable beneath a space limit continues to 

be finite and enumerable; therefore, we ought to 

as nicely convert the whole lot to integers with 

right scaling. 

 

Pq = {p 2 p |wq  wp}.           (1) 

In other phrases, pq is the set of objects in p 

whose files incorporate all the keywords in wq. 

Inside the case in which pq is empty, the question 

returns not anything. The trouble definition can 

be generalized to ok nearest neighbor (knn) seek, 

which unearths the k factors in pq closest to q; if 

pq has much less than ok points, the whole pq 

need to be again. 

3. ASSOCIATED PAINTINGS 

Section 3.1 reviews the information retrieval r-

tree (ir
2
- tree), that's the kingdom of the artwork 

for answering the nearest neighbor queries 

described in section 2. Section three.2 explains an 

opportunity solution primarily based at the 

inverted index. Eventually, segment 3.3 discusses 

other applicable work in spatial keyword seek. 

3.1 the ir
2
-tree: as stated earlier than, the ir

2
-tree 

combines the r-tree with signature documents. 

Subsequent, we are able to overview what is 

signature record before explaining the info of ir
2
-

bushes. Our dialogue assumes the knowledge of 

r-bushes and the satisfactory-first algorithm for 

nn seek, both of that are famous strategies in 

spatial databases. 

3.2 answers based on inverted indexes: 

Inverted indexes (i-index) have proved to be a 

powerful get right of entry to method for key-

word-based file retrieval. In the spatial context, 

nothing prevents us from treating the textual 

content description wp of a point p as a 

document, and then, building an i-index. Fig. 

Four illustrates the index for the facts set of fig. 1. 

Each word in the vocabulary has an inverted list, 

enumerating the ids of the points which have the 

word in their documents. Observe that the list of 

every phrase maintains a looked after order of 

point ids, which gives giant comfort in question 
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processing by way of permitting an efficient 

merge step. As an instance, anticipate that we 

need to locate the factors that have words c and d. 

This is largely to compute the intersection of the 

two phrases’ inverted lists. As both lists are 

sorted inside the same order, we can do so by 

way of merging them, whose i/o and cpu 

instances are both linear to the total period of the 

lists. 

3.3 different relevant work 

Our treatment of nearest neighbor search falls in 

the fashionable topic of spatial keyword search, 

which has also given upward push to numerous 

opportunity problems. A entire survey of all the 

ones troubles is going beyond the scope of this 

paper. Below we mention numerous 

representatives, however involved readers can 

refer to for a pleasant survey. This form of 

keyword-based totally nearest neighbor queries 

this is similar to our formulation, but differs in 

how objects’ texts play a position in figuring out 

the query result. In particular, aiming at an ir 

taste, the technique of computes the relevance 

between the documents of an object p and a query 

q. This relevance score is then integrated with the 

euclidean distance among p and q to calculate an 

ordinary similarity of p to q. The few objects with 

the highest similarity are lower back. On this 

way, an object might also still be within the query 

result, despite the fact that its record does not 

incorporate all of the question keywords. In our 

technique, object texts are utilized in evaluating a 

boolean predicate, i.e., if any query key-word is 

lacking in an object’s record, it have to not be 

again. Neither method sub-assumes the opposite, 

and both make sense in unique packages. As an 

application in our desire, consider the scenario 

where we want to discover a near eating place 

serving ―steak, spaghetti and brandy‖, and do not 

take delivery of any restaurant which do not serve 

any of these three gadgets. In this case, a 

restaurant’s document both completely satisfies 

our requirement, or does not satisfy in any 

respect. There may be no ―partial delight‖, as is 

the intent at the back of the technique. 

In geographic internet search, each webpage is 

assigned a geographic area this is pertinent to the 

webpage’s contents. In net search, such areas are 

taken into consideration so that higher scores are 

given to the pages in the equal region as the place 

of the laptop issuing the question (as can be 

inferred from the pc’s ip cope with). The 

underpinning problem that desires to be solved 

isn't the same as keyword-primarily based nearest 

neighbor seek, however may be appeared as the 

aggregate of key-word seek and range queries. 

4. DRAWBACKS OF THE IR
2
-TREE 

The ir
2
-tree is the first get admission to method 

for answering nn queries with key phrases. As 

with many pioneering solutions, the ir
2
-tree also 

has some drawbacks that affect its performance. 

The maximum severe certainly one of all is that 

the number of false hits can be truly huge while 

the object of the final result is a ways far-away 

from the question factor, or the result is virtually 

empty. In those instances, the question set of 

rules might need to load the files of many items, 

incurring expensive overhead as every loading 

necessitates a random get admission to. To 

explain the details, we need to first speak a few 

homes of sc (the version of signature report used 

in the ir
2
-tree). Don't forget that, at the start 

glance, sc has two parameters: the duration l of a 

signature, and the number m of bits selected to set 

to at least one in hashing a phrase. There may be, 

in truth, really only a unmarried parameter l, 

because the top-rated m (which minimizes the 

possibility of a false hit) has been solved with the 

aid of stiassny: 
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Mopt=l.ln(2);                  (2) 

Pfalse=(1/2)
mopt 

               (3) 

Put in a different way, given any word w that 

does not belong to w, sc will still report ―yes‖ 

with probability pfalse, and demand a full scan of 

w. 

Pfalse=(1/2)
4ln(2)

=0.15           (4) 

Pfalse≥(0.15)
|wq|

                    (5) 

When |wq| > 1, there is another negative fact that 

adds to the deficiency of the ir
2
-tree: for a greater 

jwqj, the expected size of s increases 

dramatically, because fewer and fewer objects 

will contain all the query keywords. The effect is 

so severe that the number of random accesses, 

given by pfalse|s|, may escalate as |wq| grows (even 

with the decrease of pfalse). In fact, as long as |wq| 

> 1, s can easily be the entire data set when the 

user tries out an uncommon combination of 

keywords, that does not exist in any object. 

5 MERGING AND DISTANCE SURFING: 

Given that verification is the overall performance 

bottleneck, we must try and avoid it. There's a 

simple manner to achieve this in an i-index: one 

only desires to store the coordinates of every 

factor collectively with each of its appearances in 

the inverted lists. The presence of coordinates 

inside the inverted lists evidently motivates the 

advent of an r-tree on every listing indexing the 

factors therein (a shape reminiscent of the only). 

Subsequent, we talk the way to carry out key-

word-primarily based nearest neighbor search 

with this kind of combined structure. The r-

timber allow us to remedy an awkwardness inside 

the manner nn queries are processed with an i-

index. Remember that, to reply a query, presently 

we must first get all the factors sporting all the 

query words in wq by means of merging 

numerous lists (one for every phrase in wq). This 

seems to be unreasonable if the point, say p, of 

the final end result lies fairly near the question 

point q. 

6 SPATIAL INVERTED LISTING 

The spatial inverted list (si-index) is largely a 

compressed version of an i-index with embedded 

coordinates as described in phase five. Query 

processing with an si-index may be carried out 

either via merging, or collectively with r-bushes 

in a distance surfing way. Moreover, the 

compression removes the illness of a 

conventional i-index such that an si-index 

consumes lots less area. 

6.1 the compression scheme: compression is 

already widely used to reduce the scale of an 

inverted index inside the conventional context in 

which every inverted listing contains only ids. In 

that case, an powerful approach is to record the 

gaps among consecutive ids, instead of the proper 

ids. For example, given a hard and fast s of 

integers 2; three; 6; eight, the distance-retaining 

technique will store 2; 1; 3; 2 as an alternative, in 

which the ith price (i ≥2) is the difference 

between the ith and (i - 1)th values in the original 

s. Because the authentic s may be exactly 

reconstructed, no information is lost. The 

handiest overhead is that decompression incurs 

extra computation fee, however such price is 

negligible in comparison to the overhead of i/o’s. 

Note that gap-preserving might be a whole lot 

less useful if the integers of s aren't in a looked 

after order. That is because the space saving 

comes from the wish that gaps could be a whole 

lot smaller (than the unique values) and for this 

reason might be represented with fewer bits. 

P6 P2 P8 P4 P7 P1 P3 P5 

12 15 23 24 41 50 52 59 
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Allow us to positioned the ids lower back into 

consideration. Now that we've successfully 

handled the two coordinates with a 2nd sfc, it 

would be herbal to reflect on consideration on 

using a 3d sfc to address ids too. As some 

distance as space reduction is concerned, this 3-d 

technique won't a awful solution. The trouble is 

that it's going to wreck the locality of the factors 

of their authentic space. Specifically, the 

converted values could now not hold the spatial 

proximity of the factors, due to the fact ids in 

fashionable don't have anything to do with 

coordinates. 

 

Lemma 1. Let v1, v2; . . . ; vr be r non-descending 

integers in the range from 1 to λ ≥1. Gap-keeping 

requires at most o(rlog(λ/r)) bits to encode all of 

them. 

Proof. Denote ui = vi - vi-1 for i € |2; r|, and u1 = 

v1. Note that {u1; u2; . . . ; ur} is exactly the set 

of values gap-keeping stores. Each ui (1 ≤ i ≤ r) 

occupies  o(logui) bits. Hence, recording all of u1, 

u2; . . . ; ur requires at most o(log u1 + log u2 

+….+log ur) = o (log (∏ ui))           (6) bits. A 

crucial observation is that  

1 ≤ u1 + u2 + …+ur ≤λ   as all of v1, v2; . . . ; vr are 

between 1 and λ. Therefore, ∏i=1
r
 ui is at most 

(λ/r)
r
. It thus follows that equation (6) is bounded 

by o(r log(λ/r)). 

Lemma 2. Our compression scheme stores l with 

o(rlog(n/r)+log(t
d
/r))  bits. 

Proof. Our compression scheme essentially 

applies gap-keeping to two sets of integers. The 

first set includes all the pseudo-ids of the points 

in l, and the second includes their z-values. Every 

pseudo-id ranges from 0 to n -1, while each z-

value from 0 to t
d
 - 1. Hence, by lemma 1, the 

space needed to store all r pseudo-ids is 

o(r(log(n=r)), and the space needed to store r z-

values is o(r(log(t
d
/r)).  

It turns out that the complexity in the above 

lemma is already the lowest in the worst case, and 

no storage scheme is able to do any better, as 

shown in the following lemma.  

Lemma 3. Any compression scheme must store l 

with v(r(log(n/r) + log(t
d
/r))) bits in the worst 

case. 

Proof. The lower bound can be established with 

an information- theoretic approach. First, storing 

n pseudo-ids must take at least r log(n/r) bits in 

the worst case. Remember that each pseudo-id 

can be any integer from 0 to n - 1, and thus, there 

are 
n
cr different ways to choose r different 

pseudo-ids. 

                    min{i+2b-2.j+1_b}
 

C[i; j] =        min   (a[i; k] + c[k + 1. J]). (7)                
                        k=i+b-1 

Blocking: the si-index described to this point 

applies gap-keeping to seize all factors constantly 

in a row. In decompressing, we need to 

experiment an inverted list from its starting 

despite the fact that the point of our interest lies 

deep down the listing (remember the fact that a 

point cannot be restored without all of the gaps 

previous it being accumulated). This isn't a 

trouble for a question algorithm that plays 

sequential test at the listing. But in a few 

scenarios (e.g., while we would really like to 

build an r-tree on the list, as within the 

subsequent phase), it's miles very helpful to 

restore a factor everywhere inside the listing 

plenty faster than studying from the start 

whenever. The above concern motivates the 

design of the blocked si-index, which differs best 

in that each listing is cut into blocks every of 

which holds q(b) factors in which b is a 

parameter to be designated later. As an example, 
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given a list of {p1; p2; p3; p4; p5; p6}, we might 

save it in blocks {p1; p2; p3g and fp4; p5; p6} if 

the block length is 3. Hole-retaining is now 

enforced within each block separately. For 

instance, in block {p1; p2; p3}, we can store the 

precise pseudo-id and z-cost of p1, the gaps of p2 

(from p1) in its pseudo-identity and z-price, 

respectively, and similarly, the gaps of p3 from 

p2. Seemingly, blockading permits to restore all 

of the points in a block locally, as long as the 

starting cope with of the block is to be had. It's 

miles now not important to always test from the 

beginning. 

6.2 building r-trees: 

Take into account that an si-index is no extra than 

a compressed model of an regular inverted index 

with coordinates embedded, and subsequently, 

may be queried inside the same way as defined in 

section 3.2, i.e., via merging several inverted 

lists. Inside the sequel, we are able to discover the 

choice of indexing each inverted list with an r-

tree. As explained in segment 3.2, those trees 

permit us to process a question by means of 

distance browsing, that's efficient whilst the 

question keyword set wq is small. 

Developing an r-tree from a area filling curve has 

been taken into consideration by means of kamel 

and faloutsos. Unique from their paintings, we 

will examine the problem in a more rigorous 

manner, and try to reap the finest answer. 

Officially, the underlying hassle is as follows. 

There may be an inverted list l with, say, r factors 

p1, p2; . . . ; pr, looked after in ascending order of 

z-values. We want to divide l into a wide variety 

of disjoint blocks such that (i) the quantity of 

factors in each block is among b and 2b - 1, 

wherein b is the block length, and (ii) the points 

of a block ought to be consecutive within the 

authentic ordering of l. The intention is to make 

the resulting mbrs of the blocks as small as 

feasible. 

7.  EXPERIMENTS: 

In the sequel, we are able to experimentally 

compare the practical efficiency of our answers to 

nn search with keywords, and compare them in 

opposition to the prevailing techniques. 

Competition. The proposed si-index comes with  

question algorithms primarily based on merging 

and distance browsing respectively.  Data. Our 

experiments are based totally on each artificial 

and real information. The dimensionality is 

always 2, with every axis such as integers from 

zero to sixteen; 383. The artificial category has  

statistics sets: uniform and skew, which differ 

within the distribution of statistics points, and in 

whether there is a correlation between the spatial 

distribution and objects’ textual content files. 

Information: our experiments are based totally on 

each synthetic and actual record. The 

dimensionality is continually 2, with every axis 

which include integers from 0 to 16,383. The 

artificial category has two statistics units: uniform 

and skew, which differ in the distribution of 

statistics points, and in whether or not there's a 

correlation between the spatial distribution and 

items’ textual content files. Particularly, each 

statistics set has 1 million points. Their locations 

are uniformly allotted in uniform, while in skew, 

they observe the zipf distribution. For each 

information sets, the vocabulary has two hundred 

words, and every phrase seems within the textual 

content files of 50k points. The difference 

Is that the association of words with factors is 

completely random in uniform, even as in skew, 

there's a sample of ―phrase-locality‖: points that 

are spatially close have nearly 

Same textual content files: our actual statistics 

set, called census under, is an aggregateof a 

spatial statistics set posted by means of the united 

states census bureau and the internet pages from 

wikipedia. The spatial information set 

incorporates 20,847 factors, every of which 

represents a county subdivision. We use the call 

of the subdivision to look for its page at 
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wikipedia, and accumulate the phrases there 

because the textual content description of the 

corresponding statistics factor. All the factors, in 

addition to their textual content documents, 

represent the records set census. The principle 

information of all of our facts sets are 

summarized in table 1. 

 

Table 1 

 No. 

Of 

points 

Vocabular

y size 

Averag

e no of 

objects 

per 

word 

Averag

e no of 

words 

per 

object 

Unifor

m 

1 

millio

n 

200 50k 10 

Skew 1 

millio

n 

200 50k 10 

Census 20487 292255 33 461 

 

Parameters: the page size is constantly 4,096 

bytes. All of the si indexes have a block size of 

200 (see segment 6.1 for the 

That means of a block). The parameters of ir
2
-tree 

are set in precise. In particular, the tree on 

uniform has 3 tiers, whose signatures (from 

leaves to the basis) have respectively forty eight, 

768, and 840 bits every. The corresponding 

lengths for skew are 48,856, and 864. The tree on 

census has two ranges, whose lengths are 2,000 

and 47,608, respectively. 

 

Fig. 6. Query time versus the number of 

keywords jwq j: (a) data set uniform, (b) skew, 

(c) census. The number k of neighbors retrieved 

is 10. 

 

Queries: we recollect nn search with the 

semantic. There are two query parameters: (i) the 

variety ok of friends requested, and (ii) the 

number |wq| of keywords. Each workload has a 

hundred queries that have the identical 

parameters, and are generated independently as 

follows. First, the query place is uniformly 

dispensed in the statistics space. 2nd, the set wq 

of keywords is a random subset (with the exact 

length |wq|) of the text description of a point 

randomly sampled from the underlying data set. 

We are able to degree the question price as the 

total i/o time (in our gadget, on common, every 

sequential page get entry to takes about 1 milli-

2d, and a random get right of entry to is round 10 

times slower).  

Effects on question efficiency: allow us to start 

with the query overall performance with admire 

to the range of key phrases |wq|. For this reason, 

we will restoration the parameter k to ten, i.e., 

every question retrieves 10 associates. For every 

competing approach, we will report its common 

question time in processing a workload. The 

effects are proven in fig. 6, in which (a), (b), (c) 

are about facts sets uniform, skew, and census, 

respectively. In each case, we present the i/o time 

of ir
2
- tree one at a time in a table, due to the fact 

it is considerably extra high-priced than the 

alternative answers. 

 

8. CONCLUSIONS: 

We have seen plenty of programs calling for a 

search engine this is able to efficiently aid novel 

forms of spatial queries which are incorporated 

with keyword seek. The present answers to such 

queries either incur prohibitive area intake or are 

unable to offer real time answers. On this paper, 
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we've remedied the state of affairs by means of 

growing an access method referred to as the 

spatial inverted index (si-index). Not most 

effective that the si-index is reasonably space 

within your budget, but additionally it has the 

ability to perform key-word-augmented nearest 

neighbor search in time that is on the order of 

dozens of milli-seconds. Furthermore, because 

the si-index is based totally at the traditional 

technology of inverted index, it's far conveniently 

incorporable in a business search engine that 

applies big parallelism, implying its immediately 

commercial deserves. 
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