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#### Abstract

Serial-bit level multiplication scheme has important internal feature. As a result of the multiplication of each clock cycle to generate a bit of it one has the ability to output. However, $\operatorname{GF}\left(2^{\wedge} \mathrm{m}\right)$ is based on the representation of the general use of the multipliers in the existing serial bit-level computational complexity, which limits its usefulness for many applications; Thus, the optimum use of the serial bit-level representation on the basis of polynomial coefficient is needed. In this paper, we propose a new serial bit-level Mastrovito multiplier schemes. We are in terms of the complexities of the time, the proposed multiplier schemes available in the literature have shown to outperform existing serial bit-level schemes. In addition, the proposed use of multiple schemes, we present a new hybriddouble multiplication architectures.


The serial bit-level patterns and schemes presented by the proposed hybrid-double multiplication architectures are implemented over $\operatorname{GF}\left(2^{\wedge}\{163\}\right.$ and $\operatorname{GF}\left(2^{\wedge}\{233\}\right)$, theoretical and experimental results are presented.
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## 1. Introduction

Finite field arithmetic has been widely applied in applications of different fields like error-control coding, cryptography, and digital signal processing [1], [2], [3], [4]. The arithmetic operations in the finite fields over characteristic two $\mathrm{GF}(2 \mathrm{~m})$ have gained widespread use in public-key cryptography such as point multiplication in elliptic curve cryptography [5], [6], and exponentiation-based cryptosystems [7], [8]. The finite field $\mathrm{GF}(2 \mathrm{~m})$ has 2 m elements and each of its elements can be represented by its mbinary coordinates based on the choice of field-generating polynomial. For such a representation, the addition is relatively straightforward by bit-wise XORing of the corresponding coordinates of two field elements. On the other hand, the multiplication operation requires larger and slower hardware. Other complex and time-
consuming operations such as exponentiation, and division/inversion are implemented by the iterative application of the multiplication operations. Much of the ongoing research in this area is focused on finding new architectures to implement the arithmetic multiplication operation more efficiently (for example [9], [10], [11]). Finite field multipliers with different properties are obtained by choosing different representations of the field elements. With the advantages of low design complexity, simplicity, regularity, and modularity in architecture, the standard or polynomial basis (PB) representation, is extensively used for cryptographic applications [12], [13]. In the PB, a multiplier requires a polynomial multiplication followed by a modular reduction. In practice, these two steps can be combined into a single step by using the so-called Mastrovito matrix [14], [15].

The properties and complexities of the PB multipliers depend heavily on the choice of a fieldgenerating polynomial. In this paper, we first consider an irreducible polynomial with $\omega, \omega \geq 3$, non-zero terms (denoted by $\omega$-nomials). We then obtain a further optimized structure for the special irreducible trinomial ( $\omega=3$ ). The implementation of finite field multipliers can be categorized, in terms of their structures, into three groups of parallel-level, digit-level and bit-level types. The bit-level multiplier scheme, which processes one bit of input per clock cycle, is area-efficient and suitable for resource-constrained and low-weighted devices.

The bit- level type multiplication algorithms when the PB is used are classified as least significant bit first (LSB-first), and most significant bit first (MSBfirst) schemes [16]. The bit-level multiplier can be further categorized into two types of either parallel or serial output. In the traditional parallel-out bit-level (POBL) multipliers [16], all of the output bits of the multiplication(fromthefirstbittothelastbit)aregenerate dattheendofthelastclockcycle.

Serial-out bit level(SOBL)multipliers, on the other hand, generate an output bit of the product sequentially, after a certain number of clock cycles. A multiplication scheme based on serial-out architecture, i.e., SOBL, has certain advantages as
compared to the traditional parallel-out architecture .For instance ,combining SOBL with a traditional LSB-first POBL one, would make fast exponentiation and inversion possible [17], [18].

The author of [19], has proposed a SOBL multiplication architecture that is constructed by the trinomials and the $\omega$-nomials irreducible polynomials in $\mathrm{GF}\left(2^{\wedge} \mathrm{m}\right)$ using PB representation. In this paper, alternative schemes for the serial-out multiplication in the PB over $\mathrm{GF}\left(2^{\wedge} \mathrm{m}\right)$ for both trinomial and $\omega$ nomial irreducible polynomial are developed.

We have proposed a new scheme for the SOBL multiplication architecture in the PB over $\mathrm{GF}\left(2^{\wedge} \mathrm{m}\right)$ for the $\omega$-nomials, then we further optimized it for the irreducible trinomials. Both schemes have lower critical path delay compared to previously published results.

We extended the traditional POBL multiplier schemes presented in [16] to propose two new LSB-first/MSB-first POBL double multiplication architectures, which perform two multiplications together after 2 m clock cycles

## II . PRELIMINARIES

The binary extension field $\mathrm{GF}\left(2^{\wedge} \mathrm{m}\right)$ can be viewed as an m-dimensional vector space defined over $\mathrm{GF}\left(2^{\wedge} \mathrm{m}\right)$ [1]. A set of m linearly independent vectors (elements of $\mathrm{GF}\left(2^{\wedge} \mathrm{m}\right)$ ) is chosen to serve as the basis of representa- tion. An explicit choice for a basis is the ordered set $\alpha m-1, \cdots, \alpha 2, \alpha, 1$. where $\alpha \in$ $\mathrm{GF}(2 \mathrm{~m})$ and is a root decoding time. Technical standards, in memory devices become larger and more powerful error correction codes are needed. Euclidean geometry to overcome the problems in this paper as they use more modern codes.
of an irreducible polynomial $\mathrm{P}(\mathrm{x})$. This basis is called the polynomial basis (PB). Each element is represented by a polynomial of degree $m-1$, whose coefficients are the binary digits 0 or 1 . All arithmetic operations are performed modulo 2 . A straightforward $\mathrm{GF}(2 \mathrm{~m})$ multiplication computations consists of two parts, the product of two field elements, followed by a modular reduction [20], [21]. Suppose $A=(a m-1, \cdots, a 1, a 0), B=(b m-1, \cdots$, $\mathrm{b} 1, \mathrm{~b} 0$ ) are two arbitrary field elements, i.e., $\mathrm{A}, \mathrm{B} \in$ $\mathrm{GF}(2 \mathrm{~m})$, then to obtain the field multiplication of A and $\mathrm{B}, \mathrm{AB}$ is computed first; it is then followed by the modular reduction, i.e., $\mathrm{C}, \mathrm{AB} \bmod \mathrm{P}(\alpha)$. In [14], [15], Mastrovito has proposed an efficient dedicated parallel multiplication method that combines the two parts of the product and the modular reduction into a single step. He showed that the coordinates of C are
obtained from the matrix-by-vector product of M and b.

$$
\mathrm{c}=[\mathrm{cm}-1, \cdots, \mathrm{c} 1, \mathrm{c} 0] \mathrm{T}=\mathrm{M} \cdot \mathrm{~b}
$$

where T denotes the transposition; the column vector $b=[b m-1, \cdots, b 1, b 0] T$ contains the coordinates of the multiplier $\mathrm{B}=(\mathrm{bm}-1, \cdots, \mathrm{~b} 1, \mathrm{~b} 0)$ $\in \operatorname{GF}(2 \mathrm{~m})$, and M is an $\mathrm{m} \times \mathrm{m}$ binary matrix whose entries depend on the coordinates of $\mathrm{A} \in \mathrm{GF}(2 \mathrm{~m})$. This equation was implicitly used in [22], [23], and [24] to derive the parallel-level multiplier and is now used in this work to design a new SOBL multiplier. Sunar and Koc, [22] have studied the Mastrovito matrix M , and have presented a formulation for the Mastrovito algorithm using the irreducible trinomials. Halbuto gullari and Koc, in [23] have presented a new architecture for the Mastrovito multiplication and have also shown that the coefficient of the product AB can be obtained from the matrix-by-vector product of $\mathrm{d},[\mathrm{d} 2 \mathrm{~m}-2, \cdots, \mathrm{dm}$, $\mathrm{dm}-1, \cdots, \mathrm{~d} 0] \mathrm{T}=\mathrm{Z} \cdot \mathrm{b}$, where Z is a $2 \mathrm{~m}-1 \times \mathrm{m}$ binary matrix

## III. PROPOSED MULTIPLIER ARCHITECTURES

In this section, an approach to the architecture design of the SOBL multiplier for both the $\omega$-nomials and the irreducible trinomials is presented in detail.


Figure 1: Proposed Mastrovito multiplier.

Both architectures are capable of generating an output bit with a total of one computational clock cycle. We remark that the bit-level structure multiplier is considered as an iterative architecture.

Thus, for any bit-level (or digit-level) multiplier, a main control unit that generates a counter is required to generate the load, start, complete, and other control signals. In our approach, additional control signals are needed in computation of the multiplication product, which can also be generated from the main control unit. However, in order to provide a complete and in-depth view of the components involved in our approach, a binary counter that generates the necessary control signals for the computation of the multiplication product is included in our architecture. In our model, a series carry synchronous counter is used, which is implemented with a register for every bit and an AND gate for every bit except the first and last bit. The carry- in to carry-out delay in the series carry synchronous counter is (dlog2 me-2)TA, where TA denotes the delay ofthe2inputANDgate.Wefurtherremarkthattheloop iterations of the Algorithm 1 are mapped into hardware clock counter that are also denoted by j .


Figure2:Proposed LSB first system POBL system


Figure3:Proposed MSB firstsystem POBL system
we first extend the traditional parallel-out bit-level (POBL) multiplier schemes presented in [16] to propose new POBL double multiplication architectures. We then, propose new hybrid-double multiplication architectures using PB over $\operatorname{GF}(2 \mathrm{~m})$. Note that all the presented architectures can be easily modified to extend their structure into the digit-level. However, for the sake of simplicity, in this work we did not investigate on the techniques for the digitlevel structures.

## IV.SIMULATION RESULTS

In these section we are presenting the simulation results produced after executing the proposed method in Models sim 16.1 ISE. We write the entire code in VHDL.


Figure 4: waveform for mastrovito multiplier


Figure 5: wave form for Mastrovito_trinom multiplier


Figure6: wave form for mastrovito_pentanom multiplier

| Type of multiplier | Bit latency | Total latency | Critical path delay |  |
| :---: | :---: | :---: | :---: | :---: |
| LSB First POBL | 163 | 163 | $T_{A}-T_{x}$ | $\quad[4]$ |
| MSB first POBL | 163 | 163 | $T_{A}-T_{x}$ | $\quad[5]$ |
| Existed SOBL | 1 | 163 | $T_{A}-11 T_{x}$ |  |
| Proposed SOBL | 1 | 163 | $T_{A}+8 T_{x}$ |  |

Table 1.Comparison of proposed method with existing for $G F\left(2^{\wedge} 163\right)$
clock cycles. We have obtained the space and time complexities of the presented multipliers and have compared them with their counterparts. For the practical purposes, all the schemes presented in this work have been implemented in ASIC technology over both $\mathrm{GF}\left(2^{\wedge} 163\right)$ and $\mathrm{GF}\left(2^{\wedge} 233\right)$,and the area, timing , power consumption, and energy results have been presented.
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