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Abstract: Redundant basis (RB) multipliers 

over Galois Field  GF(2𝑚) have gained huge 

popularity in elliptic curve cryptography 

(ECC) mainly because of their negligible 

hardware cost for squaring andmodular 

reduction. In this paper, we have proposed a 

novel recursive decomposition algorithm for 

RB multiplication to obtain high-throughput 

digit-serial implementation. Through 

efficient projection of signal-flow graph 

(SFG) of the proposed algorithm, a highly 

regular processor-space flow-graph (PSFG) 

is derived.By identifying suitable cut-sets, 

we have modified the PSFG suitably and 

performed efficient feed-forward cut-set 

retiming to derive three novel multipliers 

which not only involve significantly less 

time-complexity than the existing ones but 

also require less area and less power 

consumption compared with the others. Both 

theoretical analysis and synthesis results 

confirm the efficiency of proposed 

multipliers over the existing ones. The 

synthesis results for field programmable 

gate array (FPGA) and application specific 

integrated circuit (ASIC) realization of the 

proposed designs and competing existing 

designs are compared. It is shown that the 

proposed high-throughput structures are the 

best among the corresponding designs, for 

FPGA and ASIC implementation. It is 

shown that the proposed designs can achieve 

up to 94% and 60% savings of area-delay-

power product (ADPP) on FPGA and ASIC 

implementation over the best of the existing 

designs, respectively. 

1. INTRODUCTION 

FINITE FIELD multiplication over 

Galois Field (( GF(2m ) is a basic operation 

frequently encountered inmodern 

cryptographic systems such as the elliptic 

curve cryptography (ECC) and error control 

coding. Moreover, multiplication over a 

finite field can be used further to perform 

other field operations, e.g., division, 

exponentiation, and inversion. 

Multiplication over GF(2m ) can be 

implemented on a general purpose  machine, 

but it is expensive to use a general purpose 

machine to implement cryptographic 
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systems in cost-sensitive consumer products. 

Besides, a low-end microprocessor cannot 

meet the real-time requirement of different 

applications since word-length of these 

processors is too small compared with the 

order of typical finite fields used in 

cryptographic systems. Most of the real-time 

applications, therefore, need hardware 

implementation of finite field arithmetic 

operations for the benefits like low-cost and 

high-throughput rate. 

The choice of basis to represent field 

elements, namely the polynomial basis, 

normal basis, triangular basis and redundant 

basis (RB) has a major impact on the 

performance of the arithmetic circuits. The 

multipliers based on RB have gained 

significant attention in recent years due to 

their several advantages. Not only do they 

offer free squaring, as normal basis does, but 

also involve lower computational 

complexity and can be implemented in 

highly regular computing structures. 

Several digit-level serial/parallel 

structures for RB multiplier Over GF(2m) 

have been reported in the last years after its 

introduction by Wu et al. An efficient 

serial/parallel multiplier using redundant 

representation has been presented. A bit-

serial word-parallel (BSWP) architecture for 

RB multiplier has been reported by Namin 

et al. Several other RB multipliers also have 

been developed by the same authors for 

reducing the complexity of implementation 

and for high-speed realization. We find that 

the hardware utilization efficiency and 

throughput of existing structures can be 

improved by efficient design of algorithm 

and architecture. 

In this paper, we aim at presenting 

efficient digit-level serial/parallel designs 

for high-throughput finite field 

multiplication over GF(2m)based on RB. 

We have proposed an efficient recursive 

decomposition scheme for digit-level RB 

multiplication, and based on that we have 

derived parallel algorithms for high 

throughput digit-serial multiplication. We 

have mapped the algorithm to three different 

high-speed architectures by mapping the 

parallel algorithm to a regular 2-dimensional 

signal-flow graph (SFG) array, followed by 

suitable projection of SFG to 1-dimensional 

processor-space flow graph (PSFG), and the 

choice of feed-forward cut-set to enhance 

the throughput rate.  Our proposed digit-

serial multipliers involve significantly less 

area-time-power complexities than the 

corresponding existing designs. Field 

programmable gate array (FPGA) has 
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evolved as  a mainstream dedicated 

computing platform. FPGAs however do not 

have abundant number of registers to be 

used in the multiplier. Therefore, we have 

modified the proposed algorithm and 

architecture for reduction of register-

complexity particularly for the 

implementation of RB multipliers on FPGA 

platform. Apart from these we also present a 

low critical-path digit-serial RB multiplier 

for very high throughput applications.  

2 LITERATURE SURVEY 

2.1 BRIEF STUDY: 

MULTIPLERS 

  Multipliers play an important role in 

today’s digital signal processing and various 

other applications. With advances in 

technology, many researchers have tried and 

are trying to design multipliers which offer 

either of the following design targets  

1. High speed, 

2. Low power consumption, 

3. Regularity of layout and hence less 

area or even combination of them in 

one multiplier thus making them 

suitable for various high speed, 

4. Low power and compact VLSI 

implementation. 

 The common multiplication method 

is “add and shift” algorithm. In parallel 

multipliers number of partial products to be 

added is the main parameter that determines 

the performance of the multiplier. To reduce 

the number of partial products to be added, 

with increasing parallelism, the amount of 

shifts between the partial products and 

intermediate sums to be added will increase 

which may result in reduced speed, increase 

in silicon area due to irregularity of structure 

and also increased power consumption due 

to increase in interconnect resulting from 

complex routing. On the other hand “serial-

parallel” multipliers compromise speed to 

achieve better performance for area and 

power consumption. The selection of a 

parallel or serial multiplier actually depends 

on the nature of application. In this lecture 

we introduce the multiplication algorithms 

and architecture and compare them in terms 

of speed, area, power and combination of 

these metrics. AND gates are used to 

generate the Partial Products (PP). If the 

multiplicand is N-bits and the Multiplier is 

M-bits then there is N* M partial product.  

 

2.1.1 HISTORY OF MULTIPLIERS 

 The early computer systems had 

what are known as Multiply and Accumulate 
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units to perform multiplication between two 

binary unsigned numbers. The Multiply and 

Accumulate unit was the simplest 

implementation of a multiplier. The basic 

block diagram of such a system is given 

below. 

 

 

Fig.2.1 Multiplier Block Diagram 

 

2.1.2 IMPLEMENTATION 

  The MAC unit requires a 4-bit 

multiplicand register, 4-bit multiplier 

register, a 4-bit full adder and an 8-bit 

accumulator to hold the product. In the 

figure above the product register holds the 

8-bit result. In a typical binary 

multiplication, based on the multiplier bit 

being processed, either zero or the 

multiplicand is shifted and then added. 

 Following the same process would 

require an 8-bit adder. Instead, in the above 

design the contents of the product register 

are shifted right by one position and the 

multiplicand is added 5 to the contents. This 

multiply and accumulate block is also 

known by the name serial-parallel multiplier 

as the multiplier bits are processed serially 

but the addition takes place in parallel. The 

second type of multiplier is the parallel array 

multiplier. 

 The desire to speed up the rate at 

which the output is generated resulted in the 

development of this category of multiplier. 

In a serial-parallel multiplier discussed 

above, it takes one clock cycle to process 

one bit of the data input at any given time. 

Therefore, when working on an N-bit input 

it would take at least N clock cycles to 

generate the final output. In a parallel array 

multiplier the result is obtained as soon as 

inputs are presented to the multiplier. This is 

mainly because of the use of AND array 

structure to compute the partial product 

terms. Once the partial product terms are 

generated the only delay in generating the 

output is contributed by the adders which 

sum the partial product terms 

column wise to generate the result. The 

figure below represents a parallel array 

multiplier with N=8 bit inputs. 

In Figure block A stands for an AND 

gate. Block AHA stands for AND GATE 
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and HALF ADDER structure and AFA 

stands for AND GATE and FULL ADDER 

structure. FA stands for full adder. The 

partial product terms are added along the 

diagonal (as shown by the arrows along the 

diagonal) to generate the product bits P. The 

carry from each block is passed onto to the 

next column and this is shown by vertical 

arrows . The gate level representation of an 

AND gate, HALF ADDER and FULL 

ADDER is given below. 

 

 

Fig.2.2 Parallel array multiplier for N=8 

bits. 

 

Fig.2.3 Gate level implementation of a 

HALF ADDER. 

 

 

Fig.2.4 Gate level implementation of a 

FULL ADDER. 

 

 

3.AREA-TIME-POWECOMPLEXITIES 

A. Complexities of PS-I, PS-II, and PS-III 

PS-I requires P PPGUs, where each 

of the(P-1) regular PPGUs consists of XOR 

gates and AND gates. The finite field 

accumulator requires   XOR gates and n  

bit-registers. The proposed design in total 

requires   XOR gates, AND gates and 

 bit-registers. After a latency 

of(P+Q) cycles, PS-I gives the desired 

output word in every Q cycles of duration 

. 

PS-I for any value of d consists of 

(P/d) PPGUs. The complete structure of the 

multiplier thus requires XOR gates, 

AND gates and  bit-

registers. The latency of the structure 

amounts to  cycles, where the 

duration of minimum cycle period is 
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. PS-II has 

similar area-time complexities as those of 

PS-I except that it involves less registers and 

lower latency than the latter. In total, PS-II 

requires  registers and yields its 

first result after a latency of

 cycles. For any value of , 

PS-II requires  registers.PS-

III requires(P+1) PPGUs, where each of 

the(P-2) regular PPGUs consists of n XOR 

gates, n AND gates and 2n bit-registers.The 

proposed design in totalwould require 

XOR gates and AND gates. Besides, it 

needs a total of  bit-registers. 

After a latency of cycles, PS-III 

gives the desired output word in every Q 

cycles of duration  . 

B. Comparison with Existing Digit-Serial 

RB Multipliers 

The area-time complexities of 

proposed structures and existing structures 

for RB multiplier are listed in Table I. For 

simplicity of discussion,we refer PS-I of Fig. 

4 and PS-II of Fig. 6 as the case of d=1, 

respectively. In the authors have shown that 

their structures outperform the previous 

structures. Therefore we  compare the 

performance of proposed structures only 

with those . PS-I and PS-II (for d=1), not 

only involve less time complexity (shorter 

ACT), but also have less XOR gates than 

those of existing designs. PS-I and PS-II (for 

) require less registers, at the 

cost of a small increase in critical-path. And 

PS-III has the lowest time-complexity 

among all the structures listed in Table I. 

 

 

 

 

C. Comparison with Existing Digit-Serial 

Multipliers Having a Type I ONB 

The complexity of RB multiplier is 

almost the same as that of type I ONB [10]. 

The area-time complexities of the proposed 

multipliers and architectures (for which 

there exists a type I ONB) are shown in 

Table II. Note that these complexities are 

estimated by substituting for m+1, according 

to the definition. 

The authors have shown that their 

multipliers outperform the previously 

proposed structures. Therefore we compare 

our proposed structures only with. PS-I and 

PS-II not only require less number of logic 

gates and registers ( number less XOR gates 

and nearly m number less registers), but also 
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have shorter ACT compared to the structure 

. 

 

 

 

 

Fig. . Comparisons of keymetrics of various 

structures for . (a)Comparisons of area-

complexity (number of ALUT). (b) 

Comparisons of maximum frequency 

(MHz). (c) Comparisons of power 

consumption (mW). 

 

D. Comparison of Synthesis Results for 

FPGA Implementation 

We have used Altera Quartus II 12.0 

and chosen Arria II GZ 

EP2AGZ225FF35C3 FPGA device to 

synthesize the proposed designs as well as 

the existing competing designs. The key 

synthesis results are obtained, in terms of 

area, maximum frequency and power 

consumption with respect to various , and . 

The number of adaptive look-up table 

(ALUT) is taken as the area measure. For 

fair estimation, we have used the same input 

data and the same clock frequency (100 

MHz) to obtain the synthesis results using 

Quartus II PowerPlay Power Analyzer. 

. 

4 XILINX 

4 .1XILINX ISE OVERVIEW 

The Integrated Software 

Environment (ISE™) is the Xilinx® design 

software suite that allows you to take your 

design from design entry through Xilinx 

device programming. The ISE Project 

Navigator manages and processes your 
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design through the following steps in the 

ISE design flow. 

4.1.1DESIGN ENTRY 

Design entry is the first step in the 

ISE design flow. During design entry, you 

create your source files based on your 

design objectives. You can create your top-

level design file using a Hardware 

Description Language (HDL), such as 

VHDL, Verilog, or ABEL, or using a 

schematic. You can use multiple formats for 

the lower-level source files in your design. 

4.1.2 SYNTHESIS 

After design entry and optional 

simulation, you run synthesis. During this 

step, VHDL, Verilog, or mixed language 

designs become netlist files that are accepted 

as input to the implementation step. 

4.1.3 IMPLEMENTATION 

After synthesis, you run design 

implementation, which converts the logical 

design into a physical file format that can be 

downloaded to the selected target device. 

From Project Navigator, you can run the 

implementation process in one step, or you 

can run each of the implementation 

processes separately. Implementation 

processes vary depending on whether you 

are targeting a Field Programmable Gate 

Array (FPGA) or a Complex Programmable 

Logic Device (CPLD). 

4.1.4 VERIFICATION 

You can verify the functionality of 

your design at several points in the design 

flow. You can use simulator software to 

verify the functionality and timing of your 

design or a portion of your design. The 

simulator interprets VHDL or Verilog code 

into circuit functionality and displays logical 

results of the described HDL to determine 

correct circuit operation. Simulation allows 

you to create and verify complex functions 

in a relatively small amount of time. You 

can also run in-circuit verification after 

programming your device. 

 

4.1.5 DEVICE CONFIGURATION 

After generating a programming file, 

you configure your device. During 

configuration, you generate configuration 

files and download the programming files 

from a host computer to a Xilinx device. 

5 Conclusion 

We have proposed a novel recursive 

decomposition algorithm for RB 

multiplication to derive high-throughput 

digit-serial multipliers. By suitable 

projection of SFG of proposed algorithm 
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and identifying suitable cut-sets for feed-

forward cut-set retiming, three novel high-

throughput digit-serial RB multipliers are 

derived to achieve significantly less area-

time-power complexities than the existing 

ones. Moreover, efficient structures with 

low register-count have been derived for 

area-constrained implementation; and 

particularly for implementation in FPGA 

platform where registers are not abundant. 

The results of synthesis show that proposed 

structures can achieve saving of up to 94% 

and 60%, respectively, of ADPP for FPGA 

and ASIC implementation, respectively, 

over the best of the existing designs. The 

proposed structures have different area-time-

power trade-off behavior. Therefore, one out 

of the three proposed structures can be 

chosen depending on the requirement of the 

application environments 
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