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ABSTARCT: 

The main concept of this work is to detect Node failure and the strength of the contract signal. to find 

The failure of this decade will use two schemes, bipartite The system is binary. In the binary scheme, 

there are two one way is to send the query and the other is to get the query. In A bilateral scheme, the 

result will be at zero and one, if Node is an effective way the result will be if and when a node It is an 

effective means 0. The node A is sent case Node B, and the Node B sends put the node C and the node Y 

C Send node node d. But we cannot find The strength of each node in this binary scheme. East The 

reason why we go to non-binary system, in this scheme we You can check if the node is in a strong state 

or a weak state To receive the signals. The same case in a double-node system A It will send a strong or 

weak from Node B mode, node B will Sending a strong or weak position of node C and C is knotted Send 

a strong or weak center D. knots while also Send files to choose an alternate route Automatically and 

contract is weak. Use Records of alternative contracts reach the destination. and also Using the main 

node you can check the status of a node and We can check the status of the file also in this specific 

agreement. 

INTRODUCTION: 

Mobile wireless networks have been used for 

many Mission-critical applications, including 

research and Rescue and monitoring of the 

environment, humanitarian aid, and Military 

operations. These mobile networks are generally 

Formed on an ad hoc basis, either continuous or 

Contact the intermittent mains. The contract in 

such Networks prone to failure due to battery 

Sanitation, hardware defects or hostile 

environment. A failure detection node in mobile 

wireless networks Very difficult because the 

network structure can be Very dynamic due to 

the movements of the nodes. Thus, Technologies 

not designed for fixed networks This applies. 

Secondly, the network can not always be 

Connection. Therefore, an approach based on a 

network Limited connectivity and application. In 

third place, Limited resources (calculation and 

communication and Life) the demand for the 

battery must be the fault detection node Carried 

out in a way conserves resources. A failure 

detection node in mobile wireless networks You 

are supposed to connect to the network. Many 

schemes are based Based on the heart of 

Research ACK (ie ping) or The techniques that 

are commonly used in the distribution 

Computing. ACK-and-probe techniques that are 

based require Central monitoring probe to send 

messages to other nodes. When a node does not 

respond within the time limit, Central control 

node is considered a failure. Heartbeat The 

techniques that are based vary from f based 

research ACK Technology, as it destroys the 

stage for closer Reduce the number of messages. 

Many of the existing studies Adoption of 
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protocols based on gossip, where the knot, the 

The receipt of a gossip fails information node, 

The information is integrated with the 

information received, And then transmit the 

collected information. The Common 

inconvenience to achieve f ACK, heart beat and 

The techniques based on gossip is that they are 

applicable only Which are connected to the 

networks. In addition, because they lead to A lot 

of traffic monitoring at the network level. In On 

the contrary, our approach only generates 

localized Traffic monitoring and applies to all 

types of contact And cut of nets. 

EXISTING SYSTEM: 

One approach adopted by many existing studies 

is based on centralized monitoring. It requires 

that each node send periodic ―heartbeat‖ 

messages to a central monitor, which uses the 

lack of heartbeat messages from a node (after a 

certain timeout) as an indicator of node failure. 

This approach assumes that there always exists a 

path from a node to the central monitor, and 

hence is only applicable to networks with 

persistent connectivity. Another approach is 

based on localized monitoring, where nodes 

broadcast heartbeat messages to their one-hop 

neighbors and nodes in a neighborhood monitor 

each other through heartbeat messages. 

Localized monitoring only generates localized 

traffic and has been used successfully for node 

failure detection in static networks 

DISADVANTAGES OF EXISTING 

SYSTEM: 

The existing approach can lead to a large amount 

of network-wide traffic, in conflict with the 

constrained resources in mobile wireless 

networks. When being applied to mobile 

networks, the existing approach suffers from 

inherent ambiguities—when a node A stops 

hearing heartbeat messages from another node B, 

A cannot conclude that B has failed because the 

lack of heartbeat messages might be caused by 

node B having moved out of range instead of 

node failure. A common drawback of probe-and-

ACK, heartbeat and gossip based techniques is 

that they are only applicable to networks that are 

connected. In addition, they lead to a large 

amount of network-wide monitoring traffic. 

PROPOSED SYSTEM: 

In this paper, we propose a novel probabilistic 

approach that judiciously combines localized 

monitoring, location estimation and node 

collaboration to detect node failures in mobile 

wireless networks. Specifically, we propose two 

schemes. In the first scheme, when a node A 

cannot hear from a neighboring node B, it uses 

its own information about B and binary feedback 

from its neighbors to decide whether B has failed 

or not. In the second scheme, A gathers 

information from its neighbors, and uses the 

information jointly to make the decision. The 

first scheme incurs lower communication 

overhead than the second scheme. On the other 

hand, the second scheme fully utilizes 

information from the neighbors and can achieve 

better performance in failure detection and false 

positive rates. 

ADVANTAGES OF PROPOSED SYSTEM: 

Simulation results demonstrate that both schemes 

achieve high failure detection rates, low false 

positive rates, and incur low communication 

overhead. Our approach has the advantage that it 

is applicable to both connected and disconnected 

networks. Compared to other approaches that use 

localized monitoring, our approach has similar 

failure detection rates, lower communication 

overhead and much lower false positive rate. Our 

approach only generates localized monitoring 

traffic and is applicable to both connected and 

disconnected networks. 
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APPROACH : 

We use the example given below to discuss our 

approach At time t, all the nodes are alive, and 

node N1 can hear heartbeat messages from N2 

and N3 (see Fig. 1(a)). At time t+1, node N2 fails 

and N3 moves out of N1’s transmission range 

(see Fig. 1(b)). By localized monitoring, N1 only 

knows that it can no longer hear from N2 and 

N3, but does not know whether the lack of 

messages is due to node failure or node moving 

out of the transmission range. Location 

estimation is helpful to resolve this ambiguity: 

based on location estimation, N1 obtains the 

probability that N2 is within its transmission 

range, finds that the probability is high, and 

hence conjectures that the absence of messages 

from N2 is likely due to N2’s failure; similarly, 

N1 obtains the probability that N3 is within its 

transmission range, finds that the probability is 

low, and hence conjectures that the absence of 

messages from N3 is likely because N3 is out of 

the transmission range. The above decision can 

be improved through node collaboration. For 

instance, N1 can broadcast an inquiry about N2 

to its one-hop neighbors at time t + 1, and use the 

response from N4 to either confirm or correct its 

conjecture about N2. The above example 

indicates that it is important to systematically 

combine localized monitoring, location 

estimation and node collaboration, which is the 

fundamental of our approach. The core building 

block of our approach is the means to calculate 

node failure probability. Suppose a node, A, 

hears the heartbeat packets from another node, B, 

at times t – k…, t(k ≥ 0), but not at time t + 1. 

We next derive the probability that node B has 

failed at time t+1 given the fact that node A can 

no longer hear B at t+1. In the following, the 

node failure probability is for node B, and the 

packet loss probability is for the heartbeat 

packets from B to A at t + 1 

 
CONCLUSION In this approach, the sender can 

view both the binary and non binary result. So by 

using this, the sender can check both the on/off 

state and also he can check the whether the node 

is strong or weak. And also the sender can view 

the path how the data which was send by sender 

is transmitted.  
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