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Abstract: Data Mining alludes to the 

examination of observational datasets to 

discover connections and to compress the 

information in ways that are both justifiable 

and helpful. Contrasted and other DM 

strategies, Intelligent Systems (ISs) based 

methodologies, which incorporate Artificial 

Neural Networks (ANNs), fluffy set 

hypothesis, estimated thinking, and 

subordinate free enhancement techniques, 

for example, Genetic Algorithms (GAs), are 

tolerant of imprecision, instability, 

incomplete truth, and guess. This paper is 

worried with the thoughts behind plan; 

execution, testing and utilization of a novel 

ISs based DM strategy. 
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I . Introduction 

The wide-spread use of distributed 

information systems leads to the construction 

of large data collections in business, science 

and on the Web. These data collections 

contain a wealth of information, which 

however needs to be discovered. Businesses 

can learn from their transaction data more 

about the behavior of their customers and 

therefore can improve their business by 

exploiting this knowledge. Science can obtain 

from observational data (e.g. satellite data) 

new insights on research questions. Web 

usage information can be analyzed and 

exploited to optimize information access [3]. 

Data mining provides methods that allow 

extracting from large data collections 

unknown relationships among the data items 

that are useful for decision making. Thus data 

mining generates novel, unsuspected 

interpretations of data [1][2] . 

 

I I. Literature Survey  

Fayyad et.al[4,5] describes the various data 

mining techniques that allow extracting 

unknown relationships among the data items 

from large data collection that are useful for 

decision making. The wide-spread use of 

distributed information systems leads to the 

construction  of large data collections in 
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business, science and on the Web. These data 

collections contain a wealth of information, 

which however needs to be discovered. 

Businesses can learn from their transaction 

data more about the behaviour of their 

customers and therefore can improve their 

business by exploiting this knowledge. 

Science can obtain from observational data 

(e.g. satellite data) new insights on research 

questions. Web usage information can be 

analyzed and exploited to optimize 

information access. Thus data mining 

generates novel, unsuspected interpretations 

of data. 

In practice the two fundamental goals of data 

mining tend to be: prediction and description. 

1. Prediction makes use of existing 

variables in the database in order to predict 

unknown or future values of interest. 

2. Description focuses on finding 

patterns describing the data and the 

subsequent presentation for user 

interpretation. The relative emphasis of both 

prediction and description differ with respect 

to the underlying application and the 

technique. 

 

A . METHODS OF DATAMINIG (KEY 

TECHNIQUES): 

 Association 

Association (or relation) is probably the 

better known and most familiar and straight 

forward data mining technique. Here, you 

make a simple correlation between two or 

more items, often of the same type to 

identify patterns. 

 

 Classification 

Piatetsky et.al[6] proposes a classification 

technique by providing training to various 

data set. You can use classification to build 

up an idea of the type of customer, item, or 

object by describing multiple attributes to 

identify  

 

 

a particular class. For example, you can easily 

classify cars into different types (sedan, 4x4, 

convertible)  by identifying different 

attributes (number of seats, car shape, driven 

wheels). Additionally, you can use 

classification as a feeder to, or the result of, 

other techniques. For example, you can use 

decision trees to determine a classification. 

Clustering allows you to use common 

attributes in different classifications to 

identify clusters. 

 Clustering 

G.P and MARTY et.al[12] examines in the 

paper ,how Clustering technique is useful to 

identify different information by considering 

various examples and one can see where the 

similarities and ranges agree. By examining 

one or more attributes or classes, you can 
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group individual pieces of data together to 

form a structure opinion. At a simple level, 

clustering is using one or more attributes as 

your basis for identifying a cluster of 

correlating results. Clustering can work both 

ways. You can assume that there is a cluster 

at certain point and then use our identification 

criteria to see if you are correct[16][17]. 

 Prediction 

T.HASTIE et.al [13] proposes prediction 

method in combination with the other data 

mining techniques, involves analysing trends, 

classification, pattern matching, and relation. 

Prediction is a wide topic and runs from 

predicting the failure of components or 

machinery, to identifying fraud and even the 

prediction of company profits. By analyzing 

past events or instances, you can make a 

prediction about an event. 

 Sequential patterns 

DUDAR and HART P[14] describes the 

various uses of sequential patterns for 

identifying trends, or regular occurrences of 

similar events. For example, with customer 

data you can identify that customers buy a 

particular collection of products together at 

different times of the year. In a shopping 

basket application, you can use this 

information to automatically suggest that 

certain items be added to a basket based on 

their frequency and past purchasing 

history[17]. 

 

I II. Privacy Preserving Technique 

Protection conservation [17] [18] in 

information mining is a critical idea (Figure7) 

in light of the fact that when the information is 

exchanged or imparted between various 

gatherings then its obligatory to give security 

to that information so that different gatherings 

don't comprehend what information is 

conveyed between unique gatherings 

.Preserving in information mining implies 

concealing yield learning of information 

mining by utilizing a few techniques when this 

yield information is profitable and private. 

Primarily two strategies are utilized for this 

one is Input protection in which information is 

controlled by utilizing distinctive systems and 

other one is the yield security in which 

information is modified with a specific end 

goal to shroud the guidelines. A few approach 

seek give protection to information mining is 

portray underneath.  

 

1. The information is distorted sooner than 

conveying it to the information excavator.  

 

2. The information is circulated between at 

least two destinations, which help utilizing a 

semi genuine convention to learn worldwide 

information mining comes about without 

uncovering any data about the information at 

their individual locales.  
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3. While utilizing a model to index 

information, the arrangement results are just 

uncovered to the assigned party, who does not 

learn whatever else other than the grouping 

comes about, yet can affirm for nearness of 

specific tenets lacking uncovering the 

standards.  

 

Protection saving has in information mining 

has developed as an extremely dynamic 

research region in information mining. 

Finding learning through a blend of various 

databases raises security issue. In spite of the 

fact that information mining comes about as a 

rule don't disregard security of people, it can't 

be guaranteed that an unapproved individual 

won't get to the information is apportioned 

over various locales and information is not 

scrambled, it is difficult to determine new 

learning about alternate destinations. 

Information mining methods attempt to 

recognize regularities in information, which 

are obscure and difficult to find by people. 

Regularities or examples are to be uncovered 

over the whole information, instead of on 

people. However to discover such revelation 

of patters, the mining procedure needs to get 

to and utilize singular data. 

 

I V. OBJECTIVES OF STUDY 

 Analytic study of data mining 

techniques. 

 Train and test the data with different 

techniques. 

 How to predict the unknown 

values i.e. analysis of output of different 

techniques. 

 Comparing different techniques on 

different factors e.g. input and time taken to 

train and test. 

 

V. RESEARCH 

METHODOLOGY 

Under this thesis technique of data mining is 

implemented and study of data mining tool 

weka is done. With the help of weka different 

techniques of data mining implemented. We 

train a model with an algorithm and dataset 

and test a particular dataset and do a analysis 

how a algorithm helps to predict the unknown 

values. So firs we analyze different 

techniques of classification - reduction rule, 

decision tree and byes net and  then  

compares  their  outputs analyze, which 

techniques works better on what type of input 

and  at what situation. Similarly different 

techniques of classifications are implemented 

and comparison is done. 

VI . CONCLUSION 

In this paper, we studied some well known 

algorithms concerned with data mining and 

privacy preservation techniques. Under the 

clustering techniques of data mining various 

algorithms namely: Apriori, k- means, 

Hierarchical clustering, COBWEB and 

https://edupediapublications.org/journals
https://edupediapublications.org/journals/index.php/IJR/


 International Journal  of Research 
Available at https://edupediapublications.org/journals  

p-ISSN: 2348-6848 

e-ISSN: 2348-795X 

Volume 04 Is s ue 03 

March  2017 

 

Available online:  https://edupediapublications.org/journals/index.php/IJR/  P a g e  | 1264  
 

DBSCAN algorithms are studied. The 

results are compared and analyzed in 

accordance to their efficiencies. For 

classification, the Decision Tree and 

Bayesian algorithm were implemented and 

compared. Under the clustering techniques 

of data mining various algorithms namely- 

k- means, k-medoid and DBSCAN 

algorithms are implemented using WEKA. 

The results are compared and analyzed in 

accordance to their efficiencies. 
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