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ABSTRACT—
This paper stimulated by recognition of the needafo [ntroduction
finer grain and more personalized privacy in puétion

of data in social networks. We introduce a privacy. . o
protection method for preventing the disclosure BfIVacY threat for their users. Sensitive data alusers

identity of users but also the disclosure of sekctO! the online social networks should be protectite
features in users profiles .an individual user catect challenge is to develop methods to publishing e
which of selected features of his profile he wisege N€twork data in a form that affords effectivenesthout
secret. The social networks are modelled as graphsCOMPromising privacy protection. Earlier researcs h
which users are represented by nodes and featuees BrOPosed various  privacy —methods  with — the
represented by labels. Labels or features are mocorr_espondlng protection _schemes that prevent both
either as sensitive or as non sensitive. We tremten acc!dgntal private '|nformat|on Ieakagga and attaloks
labels both as background knowledge an adversary nfgalicious adversaries. These early privacy mettaes
possess, and as sensitive information that hasetol‘g()s“y concerned with identity of the node and link
protected. We present privacy protection method tfiiSclosure. These social networks can be modebed a
allow for graph information to be published in arfo 9raPh in which users are represented by nodescaial s
such that an opponent who possesses informationtafgPNnection features are edges. The threat defisizmd

a node's neighbourhood cannot safely suppose R9tection algorithms control structural propertéshe
identity and its sensitive labelled information.rRbis, 9raph. This paper is motivated by the recognitibthe

the algorithms convert the original graph into aagh N€ed for a fine grained and personalized privacy
in which nodes are sufficiently identical. The aitjons protection. Users entrust social networks such as

are designed to do so while losing as little amoot : , .

information and while preserving utility as much a§@Cc€Pook and twitter with a possessions of personal
possible. We evaluate empirically the extent tectuifie 'Mformation such as their date of birth, addressné
algorithms preserve the original graph's propertasd 'ocation and various opinions. . .
structure. We show that our algorithm is efficient, Ve refer to these personal information and

effective, and scalable to offer stronger privacg](_essages as features in the user's profile. Weopeop
assurances than those in previous study. rivacy protection method that can be prevents the

disclosure of identity of users and also the setkct
features in users' profiles. An individual user catect

KEYWORDS— Protecting the Private data, labeledvhich features of his profile he wishes to secr&tee

edges, clustering the nodes, GSINN algorithm, Moré)nline social networks are modeled as graphs ih tha
Efficiency. users are nodes and features are labelsl. Lal®ls a

denoted by either as sensitive label or as nonitsens
label. Figure 1 is a labeled graph representirsgnall

Cg’ue publication of data in social networks entails
f
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subset of nodes such a online social network. Bade possibility to infer that any node has a certainsgeve
in the graph represents a different user, and tge elabel (we can call such nodes as sensitive nodesd i
between two nodes represents the fact that the tamer than 1/k For this purpose we design k-diters
persons are friends hence they are authorized ¢o l#e model, where we treat node labels as both qfaan
sensitive data. Labels annotated to the nodes shewadversary's background knowledge and as private
home locations of users. Each letter represetis@e information that has to be protected.
town name as a label for each node. Some indilddua The algorithms are designed to provide pgvac
do not mind their residence being known by the othgrotection while losing as little amount of infortize
peoples, but some do, for different reasons. Irsegheand while preserving utility as much as possilite.
cases, the privacy of their labels should be pteteat view of the trade off between data privacy anditutil
data publication. Therefore the locations are kdbels we evaluate empirically the extent to which the
either sensitive or non-sensitive. algorithms preserve the original graph's structane
properties such as density, degree distribution and
clustering or grouping coefficient. We show thatr ou
solution is effective, efficient and scalable wroléering

6 @ stronger confidentiality guarantees than thoseairiex
& research, and that our algorithms scale well aa siae
increasing.
C H ° g
@@\@b Il. RELATED WORK
In the first necessary anonymization approach th bo
8 the contexts of micro and network data consists in
removing of identification. This nave method hasen
recognized quickly as fault to protect privacy. Racro
Fig.1 Labeled graph representing social network data, Sweeney al. propose k-anonymity to get out of
] ) ] ) possible identification disclosure in idealistigall
The privacy issue arises from the discovery ghonymized micro data. K-diversity is proposed rideo
sensitive labels. One might suggest that such Sabg| fyrther prevent feature disclosure. Similarlyr fo
should be just deleted. Still, such a solution Wwouhanyork data, Backstrom et al. shows that naive
present an incomplete view of the network and Ma¥onymization is inadequate as the structure of the
conceal interesting statistical information thaeslaot qjeased graph may reveal the identity of the iddial
make threats privacy. A more sophisticated appro es corresponding to the nodes. Hay et al, ljigtad
consists in releasing the data about sensitiveldabgnig problem and quantify the risk of re-identifica by

while ensuring that the identification of users argy ersaries with external information that is diigai
protected from privacy threats. We consider suebalS g stryctural. Recognizing the problem, severatks

as neighborhood attack, in which an opponent fmats [5, 11, 18, 20-22, 24, 27, 8, 4, 6] proposed apgirdhat
sensitive inforr_nation based on prior knowledge [ t .5 pe applied to the naive anonymized graph, durth
number of neighbors of a node and the labels Qfering the graph in order to provide certain acy.
neighbors. In the example, if an opponent knows &ha  These works are based on graph models oftaer t
user has four friends and that these friends aré insimple graph [12, 7, 10, 3]. To our knowledge, Zhod
(America), B (Brazil) and C (Cape town), D(Durbanke; 125 "26] and Yuan et al. [23] were the firsbedieve
respectively, then he can infer that the user isHin yqqelling networks as labeled graphs, correspoiying
(Helsinki). We present privacy protection algoriimy, \hat we consider in this paper. To prevent re-
that allow for graph to publish the data in a fsth jgenfication attacks by adversaries with immeeliat
that an opponent cannot safely infer the identityl aneighhorhood information like structural knowledge,
sensitive information labels of users. Zhou and Pei suggest a method that groups nodes and
In this case we consider in which the ad®rs ynonymized the neighborhood nodes in the same group
possesses both structural information and Iabedi.dagy generalizing node labels and adding the edgesy T
These algorithms that we propose convert the (H'girihwplement a k-anonymity privacy constraint on the

graph into a graph in which any node with a ser&itigranh each node of which is guaranteed to have the
label is identical from at least k-1 other nodeteT
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same immediate neighborhood information structuF®r Example, nodes 0, 1, and 3 have sensitive dabel
with other k-1 nodes. In [26], they improve thevagy with secrete information. The neighborhood inforiorat
guarantee provided by k-anonymity with the ideg-of of node O, includes its degree, which is four, dmel
diversity, to protect labels on nodes aswell. Yeaml. labels on nodes 5, 4,6, and 7, which are C,L, ,S3nd
[23] try to be more practical by in view of userd, correspondingly. For example node 2, the
different privacy concerns. They divide privacyeighborhood information includes degree 4 and the
requirements into three levels, and suggest methmddabels on nodes 7, 10, 14, and 15, which are D,W, A
generalize labels and adjust structure correspgnttin and B. In that graph Figure 2 satisfies 2-seresithbel-
every privacy demand. Nevertheless, neither Zhall afiversity because, in that graph, node 0 and nodee3
Pei, nor Yuan et al. believe labels as a part ef timdistinguishable, having six neighbors with laBelB,
background knowledge. However, in this cad€,L}, D,N,S, separately; likewise, nodes 1 and r2 a
adversaries hold label information, the method$26f identical, as they both have four neighbors witkela B,
26, 23] cannot achieved the same privacy. besaes,C, D and A separately.
with the context of microdata, a graph that sash k-
anonymity privacy guarantee may still leakage &¥. ALGORITHM

sensitive information regarding as its labels . The main aim of this algorithms that we proposeis
make appropriate clustering of nodes, and apprapria
I1l. PROBLEM DEFINITION changing the neighbors' labels of nodes of eachpyto

We model a network as G(V;E;Ls;L;T), where \8atisfy the k-sensitive-label-diversity conditioWe
represents a set of nodes or users, E represeetsofi want to cluster nodes with as similar neighborhood
edges, L s is a set of sensitive labels, and L sstaof information as possible so that we can modify aneso
non-sensitive labels. T maps nodes to their labdls, labels as possible and add some noisy nodes atblposs
V— Ls U L. Then we suggest a privacy model, kas. We propose an algorithm, GOlobal-similarityeshs
sensitive-label-diversity; in this model, we tremide Indirect Noise Node (GSINN) that does not attenapt t
and labels both as part of an opponent’s backgroumglristically reduce the similarity calculation &se
knowledge, and as sensitive or private informatioat other two algorithms, Direct Noisy Node Algorithm
has to be protected. These concepts can be alakifie (ONNA) and Indirect Noisy Node Algorithm (INNA) to
the following two definitions: do. Algorithm DNNA and INNA, which we formulate
Definition 1. The node v comprises the neighbourhodiist, sort nodes by degree and contrast neighlmarho
information of node v and the degree of v and #iels information of nodes with similar degree.
of v's neighbors. 4.1 Algorithm GSINN
Definition 2. (K-sensitive-label-diversity) A sensitiveThis algorithm starts out with formation of group
label is associated with For each node v , therstine formation, during which all nodes that have notlye¢n
at least * k-1 other nodes with the same neighlmath@rouped are taken into consideration, in groupikeg-I
private information, but attached with differenhsitive approach. In the first running of algorithm, twodes
labels. with the maximum similarity of their neighborhood
labels are cluster together. Their neighbor lalsks
personalized to be the same immediately so thasiod
one group always have the equivalent neighbor $abel
For two nodes, v1 with neighborhood label set (L$v1
and v2 with neighborhood label set (LSv2 ), Now we
can calculate neighborhood label similarity (NLY) a
follows:

|LSvinLsv2 |
NLS(v1; v2) =

| LSv2U LSv1|
Larger value indicates larger similarity diettwo
neighborhoods. Then nodes having the maximum

Fig. 2. Privacy-attaining in Social Network similarity with any node in the group are clustefetb
the group till the cluster has k nodes with diskEmi
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sensitive labels. There after, the algorithm prdce® 10 eseif |Vet| <k then
create the next cluster. If fewer than k nodeslafe 11 for each v € \ér do
after the last cluster formation, these remaindedes 12 ‘ éimilarityl(v; (333i

H ot H Max _similarity<—V;
:irriil grri?; pbe(g[wg]é?] gi)lf;(sa?é]r?t EL%L;F;S aﬁgczrgags.tom’tg? Change neighbors ofn@x_ similaritywithout adding
having formed these groups, we need to ensurefudt noisy nodes;
o X ) 15 Add predictable noisy nodes;

group's members are indistinguishable in terms lgé
neighborhood private information. Thus, neighborhoo—
labels are changed after every clustering operason One node may need a noisy node to be addisd as
that labels of nodes can be accordingly updatRfiant neighbor since it does not have a neighiitr
immediately for the next clustering operation. Thigssured label that the other node has; such adabtble
modification process ensures that all nodes inuatet other node may not be changeable, as its is already
that have same neighborhood information. The p@pesnnected to another sensitive label node, which
is achieved by a series of adjustment operatioms. drevents the re-changing on existing modified gsoup
change graph with as low information loss as pdssibthis algorithm, adding noise node operation that is
we devise three alteration operations these at®el laexpected to make the nodes inside each groupysétisf
union, inserting edge and addition of noise nd@el sensitive-label-diversity are recorded, but nofqened
union and inserting edge among nearby nodes gtht away. Only after all the preliminary clusteyi
preferred to node addition, as they incur legperation are perform, the algorithm proceeds to
modification to the overall graph structure. Ins&t procedure the predictable node addition operatiche
edge is to complement for both an absent label gadt step. Then, if two nodes are expected to liage
inadequate degree value. A node is linked to astiegi same labels of neighbors and are within two hops
nearby node with that sensitive label. These Laba&n (having common neighbor information)’ 0n|y one node
adds the missing label values by create supersalygadded. In other words, we combine few noisy sode
common among labels of nodes. with the same label, thus results in fewer noisyaso

Labels of the two or more nodes combine their
values to a single super-label value, being the EXPERIMENTAL EVALUATION
combination of their values. This approach mairstain \we estimate our approaches using both artificial an
data integrity, in the sense that the true labetade is real data sets. All of the approach have been
included among the values of its label super-valr jmplemented in Python. The experiments are conducte
such edge insertion and label union operationt)eife on an Intel core, 2Quad CPU, 2:83GHz machine with
are nodes in a group still having dissimilar nemftivod 4GB of main memory running Windows 7 OS. We are
information, noise nodes with non-sensitive lab&le ysing three data sets. The first data set is aarktof
added into the graph so as to provide the nodgsoup hyperlinks between weblogs on US politics. And the
identical in terms of their neighbors' labels. Vémsider second data set that we are using is generatedtﬁem
the association of two nodes’ neighborhood lab®lara Face book dataset. And the third data set thatsgdsua

eturn G'(\/J 8L );

example. family of artificial graphs with unstable numberraddes.

— — , . The first and second datasets are used for thmat&in

Global-Similarity based indirect Noise Node Algorithm of effectiveness (data utility and information Ipsghe
third data set is used to measure running time and

Input: graph G(V,E,L,Ls), parameter k;

Result: Modified Graph G' scalability.

5.1. Data Utility

1 while Viett > 0 do We can compare the data utilities we maintain from

2 | if | Viett| 1= kthen the original graphs, in view of size on degree

3 calculate pair wise node similarities; distribution, label distribution, degree centrality

4 group G (vi, v2) with Max_similarity; grouping, coefficient, average node path length and
5 Adjust neighbors of graph G; graph density. We show the number of the noisy siode

6 while |G| <kdo and edges needed for each approach.

7 dissimilarity(Viet; G); o

8 group G« v with Max_similarity;

9 Alter neighbors of G without adding noisy nodes ;
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Fig. 3. Facebook Graph Degree Distribution 2 o8 7

Fig. 4 Information Loss
Above Figure shows the degree distribution of the

node in Facebook graph both before and aft@3 Algorithm Scalability
modification of labels. Each subfigure in Figuret®ws We measure the runtime of the methods feres
degree distributions of graphs personalized by o6k artificial graphs with varying different numbef
algorithm. We can see that the degree distributiminsnodes in our third dataset. Figure 5 presentsuhgme
the changed graphs look like the original ones ,welf each algorithm as the number of nodes increasing
particularly when | is small. To sum up, theserder. Algorithm DNNA is faster than the other two
measurements shows the graph structure propergesaggorithms, showing good scalability at the costanfe
preserved to a large degree. The strong similafithe number of noisy nodes added. Algorithm GSINN can
label distributions in most cases indicates that thlso be adopted for reasonably large graphs aswisil
sensitive label information, another aspect of riapel We divide the nodes to two different categorieshwoir
information, is well maintained. They suggest adl wavithout sensitive labels. Such smaller granularity
that algorithm GSINN does maintain graph propertiegduces the number of nodes the anonymization metho
better than the other two while these three algmst needs to process, and thus it improves the overall
complete the same privacy constraint. efficiency.
5.2.Information Loss

In the view of data utility and releasingdzfta, VI. CONCLUSION AND FUTUREWORK
we aim to keep information loss low. Information _ _ o _
loss in this case contains both structure inforamati e have investigated in this paper the protectibn o
loss as well as label information loss. We cdiivate label sensitive information in publicatiasf

measure the loss of information in the following?Cl&l nNework. We can consider graphs with rich

. . ensitive label information, which are organizedbt®

way: for any node v € V ,v the set of labels in tri
R

- X ther sensitive label or non-sensitive label. V¥suane
modified graph. Thus, for the customized graphat adversaries have prior knowledge about a every

including n noisy nodes, and m noisy edgesede's degree and the labels of its neighboring naxd

information loss is defined as can use that to infer the sensitive labels of targé/e
recommend a model for attaining privacy while
IL = wln +w2m + (1wl-w2)Y D(Iv1; Iv2) publishing the data in social networks, in whictd@o

labels are both part of adversaries' background

wherewl , w2 and 1wl-w2 are weights nodes forknowledge and sensitive label information that taalse

each part of the information loss. Figure 4 shoR&tected. We accompany our model with algorithms
the measurements of information loss on tfat convert a network graph before publishing dsta
artificial data set using each algorithm. Algorith as to limit adversaries' assurance about sendiivel

' ata. Our experiments on both actual and artifidath

GSINN introduces the least information loss in th&s confirm the effectiveness, efficiency andaiuikity

network. of our technique in maintaining significant graph
properties  while providing a comprehensible
confidentiality guarantee.
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