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Abstract: In digital signal processing 

multiplication is frequently required. Parallel 

multipliers provide a high-speed method for 

multiplication, but require large area for VLSI 

implementations. A rounded product is desired 

to avoid growth in word size, in most signal 

processing applications. Thus an important 

design goal is to reduce the area requirement 

of the rounded output multiplier. This paper 

presents Field Programmable Gate Array 

(FPGA) which uses Very High Speed 

Integrated Circuit Hardware Description 

Language (VHDL) for the implementation of 

standard and truncated multiplier.  Truncated 

multiplier is a good candidate for digital signal 

processing (DSP) applications such as finite 

impulse response (FIR) and discrete cosine 

transform (DCT) etc.  Instead of standard 

parallel multipliers the significant reduction in 

FPGA resources, delay, and power is achieved 

by using truncated multipliers when the full 

precision of the standard multiplier is not 

required. The total project execution is done at 

Xilinx14.7 Spartan-3AN FPGA device.  

Index Terms- Field Programmable Gate 

Array (FPGA), Digital Signal Processing 

(DSP), Truncated Multiplier, VHDL. 

 
I.INTRODUCTION 

MULTIPLICATION is one of the most 

area consuming arithmetic operations in 

high -performance circuits. As a 

consequence a research work deal with 

low power design of high speed 

multipliers. The generation of the partial 

products and their sum are the two basic 

operations in multiplication and these are 

performed by using two kinds of 

multiplication algorithms i.e., serial and 

parallel.  Sequential circuits with 

feedbacks is used by serial multiplication 

algorithm: The production and 

computation of inner products is 

sequential. Combinational circuits is often 

used by parallel multiplication algorithm 

and do not contain feedback structures. 

The output of multiplication of two bits is 

twice that of the original bit. For required 

precision to reduce area cost the 

truncation of partial product bits are 

needed.  The  computation of only n most 

significant bits (MSBs) of the 2n-bit 

product for n×n multiplication is made by 

Fixed-width multipliers, a subset of 

truncated multipliers which uses extra 

correction/compensation circuits to reduce 

truncation errors. In previous related 

papers, the adding of error compensation 

circuits is used to reduce truncation error. 

So that the output will be précised and  

during the design of fast parallel truncated 

multipliers we can jointly considers the 

tree reduction, truncation, and rounding of 

the PP bits in this approach so that the  

precision requirement is satisfied by final 

truncated product. In our approach 

truncation error is not more than 1ulp 

(unit of least position), so there is no need 

of error compensation circuits, and the 

final output will be précised.  

In most signal processing applications, to 

avoid growth in word size the rounded 

product is required. Thus an important aim 

is to design a multiplier which required 

less area and that is possible with the 

truncated multiplier.  DSP systems are 
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ubiquitous in the wireless multimedia 

word. DSP algorithms test the limits of 

battery life in portable device such as cell 

phones, hearing aids, MP3 players, digital 

video recorders and so on and these are 

computationally intensive.  In many signal 

processing algorithms the multiplication is 

the main operation and hence efficient 

parallel multipliers are desirable. The 

computation of the 2n bits output as a 

weighted sum of partial products is by a 

full-width digital n x n bits multiplier. A 

multiplier with the output represented on n 

bits output is useful, as example, in DSP 

data paths which saves the output in the 

same n bits registers of the input.  The 

n-bits outputs is obtained by a truncated 

multiplier which is an n x n multiplier. 

Since in a truncated multiplier the n less 

significant bits of the full-width product 

are discarded, some of the partial products 

are removed and replaced by a suitable 

compensation function, to trade-off 

accuracy with hardware cost. As more 

columns are eliminated, the area and 

power consumption of the arithmetic unit 

are significantly reduced, and in many 

cases the delay also decreases.  

The introduction of additional error into 

the computation is by truncating the 

multiplier matrix. Recent advancements in 

VLSI technology and in particular, the 

increasing complexity and capacity of 

state-of-the-art programmable logic 

devices have been making hardware 

emulations possible. The SRAM-based 

field programmable gate arrays (FPGAs) is 

used by underlying key of the emulation 

system which are very flexible and 

dynamically reconfigurable. In many cases 

implementation of DSP algorithm 

demands using Application Specific 

Integrated Circuits (ASICs).The 

development cost for Application Specific 

Integrated Circuits (ASICs) are high, 

algorithms should be verified and 

optimized before implementation. The 

extensive use of multiplication is required 

by Digital Signal Processing (DSP) image 

processing and multimedia.  

II.EXISTED SYSTEM 

On the bases of critical path delay reduction, clock 

cycle number reduction, and quotient pre 

computation mentioned above, a new SCS-based 

Montgomery MM algorithm using one-level 

CCSA architecture is proposed to 

significantly reduce the required clock 

cycles for completing one MM.As shown 

in SCS-MM-New algorithm, steps 1–5 for 

producing ˆB and ˆD are first performed. 

Note that becauseqi+1 and qi+2 must be 

generated in the ith iteration, the iterative 

index i of Montgomery MM will start from 

−1 instead of 0 and the corresponding 

initial values ofˆ q and ˆA must be set to 0. 

Furthermore, the original for loops 

replaced with the while loop in SCS-MM-

New algorithm to skip some unnecessary 

iterations when skipi+1 = 1. 

In addition, the ending number of 

iterations in SCS-MM-New algorithm is 

changed to k + 4 instead of k + 1.This is 

because B is replaced with ˆB and thus 

three extra iterations for computing 

division by two are necessary to ensure the 

correctness of Montgomery MM. In the 

while loop, steps 8–12 will be performed 

in the proposed one-level 

CCSAarchitecture with one 4-to-1 

multiplexer. The computations of qi+1, 

qi+2, and skipi+1 in step 13 and the 

selections ofˆA, ˆ q, and iin steps 14–20 

can be carried out in parallel with steps 8–

12. Note that the right-shift operations of 

steps 12 and 15 will be delayed to next 

clock cycle to reduce the critical path 

delay of corresponding hardware 

architecture. 

The hardware architecture of SCS-MM-

New algorithm, denoted as SCS-MM-New 

multiplier, are shown in Fig. 1. 
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of the filter’s impulse response

 
FIG. 1. SCS-MM-NEW MULTIPLIER 

 

Which consists of one one-level CCSA 

architecture, two 4-to-1 multiplexers (i.e., 

M1 and M2), one simplified multiplier 

SM3, one skip detector Skip_D, one zero 

detector Zero_D, and six registers. Skip_D 

is developed to generateskipi+1, ˆ q, and 

ˆA in the ith iteration. Both M4 and M5 are 

3-bit 2-to-1 multiplexers and they are 

much smaller than k-bit multiplexers M1, 

M2, and SM3. In addition, the area of 

Skip_Dis negligible when compared with 

that of the k-bit one-level CCSA 

architecture.  
 

III.PROPOSED SYSTEM 

The objective of a good multiplier is to 

provide a physically compact, good speed 

and low power consuming chip. To save 

significant power consumption of a VLSI 

design. In a truncated multiplier, several of 

the least significant columns of bits in the 

partial product matrix are not formed. This 

reduces the area, power consumption, and 

also the delay of the multiplier in many 

cases, because the carry propagate adder 

producing the product can be shorter.  

3.1 Deletion, Reduction, and Truncation 

In the first step deletion operation is 

performed, that removes all the avoidable 

partial product bits which are shown by the 

light gray dots (fig 2).  Delete as many 

partial product bits as possible in this 

deletion operation. In Fig. 2, by skipping 

the first two of partial product bits the 

deletion of partial product bits starts from 

column 3. After the deletion of partial 

product bits, perform column-by- column 

reduction of scheme 2. 

 
After the reduction, perform the truncation, which 

will further removes the first row of (n-1) bits from 

column 1 to column (n-1).  The most significant 

columns with the variable correction method. It 

also presents a comparative study of (FPGA) 

implementation of standard and truncated 

multipliers using very high speed. Significant 

reduction in FPGA resources, delay, and power can 

be achieved using truncated multipliers instead of 

standard parallel multipliers when the full precision 

of the standard multiplier is not required.  
 

 

 

Fig. 2 8x8 truncated multiplication.(a) deletion, 

reduction and truncation. (b) Deletion, 

reduction, truncation, and final addition. 

 

3.2 Rounding and Final Addition All the 

operations (deletion, reduction, and truncation) are 

done, finally the PP bits are added by using CPA 

(carry propagate addition) to generate final product 

of P bits. The filtration of a digital signal (samples 

of numbers) is done by FIR filter which is a circuit 

and provides an output that is another digital signal 

with characteristics that are dependent on the 

response of the filter .This is what all digital filters 

do. However, the FIR filter has the following 

differentiating characteristics. The FIR filter is non 

recursive: It uses a finite duration of non-zero input 

values and produces a finite duration of the output 

values which are non-zero. FIR filters use addition 

to calculate their outputs just like averaging does. 

The delays, multipliers and adders are the primitive 

elements used in the design of a FIR filter. The FIR 

filter consists of a series of delays, multiplications 

and additions as to produce the time domain output 

response. The multiplication coefficients used is 

the impulse response of the FIR filter. The phase of 

a FIR filter is linear. The frequency response of the 

FIR filter is the DFT (Discrete Fourier Transform). 

The method of multiplication is improved based 
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upon the proposed method which reduces delay and 

complexity of the process. 

The new method for parallel multiplication 

which computes the products of two n bit 

numbers by summing only the most 

significant columns with the variable 

correction method. It also presents a 

comparative study of (FPGA) 

implementation of standard and truncated 

multipliers using very high speed. 

Significant reduction in FPGA resources, 

delay, and power can be achieved using 

truncated multipliers instead of standard 

parallel multipliers when the full precision 

of the standard multiplier is not required.  

We can multiply 8x8 bits, and the bits are 

reduced in step by step manner in 

proposed architecture. Deletion is the first 

operation performed in Stage 1 to remove 

the PP bits, as long as the magnitude of the 

total deletion error is no more than 2−P−1. 

To reduce the final bit width without 

increasing the error the number of stages 

are required. In normal truncated 

multiplier design, the architecture 

produces the output with some truncation 

error.  

IV.RESULTS 

RTL SCHEMATIC 

 

 

TECHNOLOGY SCHEMATIC 

 

 

OUTPUT WAVE FORM 

 

 

 

V.CONCLUSION 

In this paper we have presented the 

implementation of FPGA based parallel 

architecture for standard and truncated 8x8 

multipliers utilizing VHDL and hardware 

design. Both the design were implemented 

on Xilinx Spartan 3AN FPGA device. The 

aim is to present a comparative study of 

the standard and truncated 8x8 multipliers. 

Truncated multiplication provides an 

efficient method for reducing the power 

dissipation and area of parallel multipliers. 
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