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ABSTRACT :  Cryptography codes are ECC codes 

and consequently data rate is more. They are linear 

error correcting codes for transmitting a message 

over a noisy transmission channel. Cryptography 

codes are finding the increase use in applications 

requiring reliable and highly efficient information 

transfer over noisy channels. These codes are 

capable of performing near to Shannon limit 

performance, Low Decoding Complexity. The main 

advantage of the parity check matrix is the decoder 

can correct all single-bit errors. In this Paper 

Cryptography encoder and decoder architecture for 

coding 3-bit message vector will be analyzed and 

also designed using verilog.  

KEYWORDS: Cryptography, Parity matrix, 

Generator matrix, Shannon’s Coding Theorem 

I. INTRODUCTION 

CRYPTOGRAPHIC architectures provide 

protection for sensitive and smart 

infrastructures such as secure healthcare, 

smart grid, fabric, and home. Nonetheless, 

the use of cryptographic architectures does 

not guarantee immunity against faults 

occurring in these infrastructures. 

 

Defects in VLSI systems may cause smart 

usage models to malfunction. Extensive 

research has been done for detecting such 

faults in the cryptographic algorithms such 

as elliptic curve cryptography and the 

Advanced Encryption Standard (AES). 

 

Design for reliability and fault immunity 

ensures that with the presence of faults, 

reliability is provided for the 

aforementioned sensitive cryptographic 

architectures. The proposed work presents 

false-alarm sensitive fault detection schemes 

for crypto structures (we note that to have a 

thorough analysis, we choose the Pomaranch 

stream cipher also known as a cascade jump 

controlled sequence generator (CJCSG).  

Such false alarms could be exploited to 

induce distrust to the user, i.e., repetitive 

false detections result in either ignoring the 

alarms by the user or abandoning the 

devices in which the cryptographic 

architectures are embedded. From a user’s 

point of view, at the very least, this is 

uncomfortable; however, false alarms could 

lead to financial loss if abandoning the 

crypto-architectures happens. Finally, such a 

false detection would result in higher 

dynamic power consumption, resulting in 

extra energy depletion especially for 

constrained applications. The uneven 

architecture of this cipher presents unique 

challenges, which are motivations to its 

choice for the proposed work. 

We would like to emphasize that the 

proposed work can be applied to similar 

ciphers and this paper does not intend to 
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benchmark the algorithmic attacks or the 

performance efficiency for a certain cipher.  

Pomaranch is classified in the hardware 

profile of European Network of Excellence 

for Cryptology. This stream cipher includes 

an uneven substitution box and has been the 

center of attention to achieve efficient 

hardware architectures. Natural defects, 

which are inevitable in VLSI systems call 

for protecting these architectures through 

detection mechanisms to preserve their 

reliability. 

 

II. PRELIMINARIES 

The structure of a jump register section 

includes jump control in (JCi ) and out (JCo) 

signals, which are fed into and out of the 

section. The substitution box is part of this 

unit which nonlinearly affects the jump 

control out signal which is used as an input 

of the following section. Fig. 1 shows the 

aforementioned sections cascaded nine times 

to contribute to the key stream of the cipher. 

As observed in this figure, this accumulated 

cascade jump control in key stream 

generation mode combines the outputs of the 

nine sections to reach to the key stream 

needed. 

As part of its key generation process, 

Pomaranch uses eight uneven substitution 

boxes with a 9-bit input and a 7-bit output. 

Each substitution unit is based on the 

inverse modulo an irreducible polynomial of 

degree nine, i.e., x9 + x + 1, whose period is 

73. The 9-bit output is then converted into a 

7-bit one with deletion of the most 

significant and least significant bits of the 

result. For the hardware implementations of 

the uneven substitution box of Pomaranch, 

multiple instances (memories or lookup 

tables) are needed. 

 
Fig. 1. Simplified accumulated cascade jump 

control. 

In field-programmable gate array (FPGA) 

platforms, one needs to use block memories 

or distributed pipelined memories and in 

ASIC, memory macros or synthesized logic 

is needed which are not preferable for high-

performance and low-complexity 

applications.  

Thus, the inverse can be realized in 

composite fields such that the composite 

field GF((23)3) is used through which the 

complexity of the operations needed for 

realizing the inverse is much reduced.The 

finite field GF(29) is represented by 

elements (in terms of polynomials) of degree 

eight.  

The field GF(29) can also be represented as 

GF((23)3), where, here, the elements of this 

composite field are given as polynomials of 

degree at most 2 with coefficients from 

GF(23) [19]. We follow the representation 

in [19] and based on the search performed 

through the set of primitive polynomials of 

degree nine over GF(2), it is determined that 

the polynomial p(x) = x9+x7+x5+x+1 is 

suitable for efficient architectures. 

Consequently, the polynomials q(x) = 

x3+x+γ and r (x) = x3+x+1 are used as the 
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tower field polynomials for construction of 

the composite field operations. One can 

refer to [19] for detailed information and 

numeric examples. In this case, (α7)9+α7+1 

= 0, eventually determining the linear 

transformation mapping polynomials 

modulo x9 + x + 1 to polynomials modulo 

p(x). 

In general, time and hardware redundancy 

are two main methods for fault diagnosis. 

Hardware redundancy adds hardware to the 

original structure for diagnosis and time 

redundancy repeats the operations two times 

for detection of transient faults. 

Permanent faults through time redundancy 

can be detected using various methods 

which are, generally, denoted as 

recomputation with encoded operands. The 

fault diagnosis methods alarm the errors in 

the architectures; however, even if the 

overhead is acceptable, there could be a 

chance for false alarms, i.e., detection of 

faults that do not result in erroneous outputs. 

Such false alarms could be exploited to 

induce distrust to the user, i.e., repetitive, 

false detections result in either ignoring the 

alarms by the user or abandoning the 

devices in which the cryptographic 

architectures are embedded. 

 

III. EFFICIENT ARCHITECTURES 

FOR THE SUBSTITUTION BOX 

The substitution box is part of a unit in 

Pomaranch cipher which implements a key-

dependent filter function, containing a 9-to-

7-bit box and a balanced nonlinear Boolean 

function of seven variables. The 9-bit output 

of the substitution box is converted into a 7-

bit one with deletion of the most significant 

and the least significant bits, as shown in 

Fig. 2. Composite fields can be utilized to 

realize the substitution box to achieve low-

complexity architectures.  

 

 
 

Fig. 2. 9-to-7 substitution box and its uneven 

structure. 

 

 
 

Fig. 3. Architectures for the composite field 

substitution box and the presented low-power 

modifications, (a) first subpart, (b) second 

subpart, and (c) third subpart. 
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The structure of the substitution box using 

composite fields is shown in Fig. 3. As 

shown in Fig. 3(a) and (c), a transformation 

matrix (M) transforms the elements in the 

binary field to the composite field 

GF((23)3). Then, the operations are done in 

composite fields to achieve the inverse 

which is then retransformed to binary field 

using an inverse transformation matrix 

(M−1). 

Eventually, the two most and least 

significant bits are discarded to get to the 

uneven structure of the substitution box of 

Pomaranch. The resulting transformation 

matrix M and its inverse M−1 are given in 

[19] (mapping vectors in GF(29) defined by 

x9+x+1 to vectors in GF((23)3) defined by 

p(x) and γ = α73). 

The operations used in composite fields 

include addition, multiplication (including 

multiplication with constant γ), squaring, 

cubing, and inversion in GF(23). The 

architecture of the substitution box in Fig. 3 

includes a first subpart [Fig. 3(a)] which 

contains the transformation matrix M whose 

input is shown by X ∈  GF(29) to get an 

output of A ∈  GF((23)3).  

This 9-bit element is then divided into 3-bit 

elements denoted by a2, a1, a0 which are 

then processed to get the output of this 

subpart, i.e., D ∈  GF(23). In Fig. 3(b) 

(second subpart), the inversion operation in 

GF(23) is shown which yields to D−1 ∈  

GF(23). Finally, as shown in Fig. 3(c) (third 

subpart), D−1 ∈  GF(23) is further modified 

to obtain 3-bit elements denoted by b2, b1, 

b0 in Fig. 3(c) and eventually B ∈  

GF((23)3), which is then retransformed by 

the inverse transformation matrix M−1 to 

get the output Y ∈  GF(29) in the binary 

field, which is discarded eventually to a 7-

bit output. 

 

 

 

 

A. Low-Power Architectures 

The substitution box occupies much of the 

area and consumes much of the power in 

Pomaranch. Based on our ASIC synthesis, 

the S-boxes occupy around 91% of the top-

level key map and roughly 88% of the top-

level power is consumed by the S-boxes. 

One needs to carefully pinpoint the 

approaches for realizing this unit so that the 

eventual architecture is usable for sensitive 

applications in various constrained smart 

infrastructures.  

To reduce the dynamic hazards in the 

hardware implementations of the 

substitution box of the Pomaranch stream 

cipher for low-power designs, one can base 

the architectures devised on the propagation 

probability of signal transitions [20]. One 

observation is that XOR gates can increase 

the power consumption due to the fact that 

such logic gates have the probability of 

signal propagation of one and thus 

propagating all the hazards, increasing the 

power consumed. To achieve more low-

power architectures for the substitution box 

of the Pomaranch stream cipher, we have 

restructured it so that a two-level logic, i.e., 

AND–XOR structure, is obtained for 

subparts one and three of composite field 

realization of the substitution box, i.e., Fig. 

3(a) and (c), respectively. Specifically, in 

Fig. 3(a), the combined restructured 
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transformation matrix and part of logic gates 

in composite fields [specified in Fig. 3(a) by 

the curly bracket] are modified to achieve an 

AND–XOR structure.  

Moreover, in Fig. 3(c), the combined 

restructured inverse transformation matrix 

and part of logic gates [shown in Fig. 3(c) 

by the curly bracket] are transformed into an 

AND–XOR structure for power 

preservation. 

The original composite field structure and 

the two modified low-power ones [one with 

only the AND–XOR structure, as shown in 

Fig. 3(c), and the other with both of the 

modified architectures in Fig. 3(a) and (c)] 

are synthesized in ASIC and the area and 

power consumptions are derived and 

compared. We note that composite field 

realization is of paramount benefit for low-

complexity architectures compared with 

memorymacros or synthesized registers on 

the ASIC platform. Moreover, power 

preservation will lead to low-energy 

solutions for sensitive and constrained, 

battery-powered embedded systems. 

The proposed low-power architectures 

increase the area with the benefit of much 

decrease in power consumption. Indeed, 

based on the synthesis results, the power 

savings are much higher than the induced 

area for the structures. Specifically, at a 

typical working frequency, although the 

composite field architecture is 7% and 24% 

more area efficient than the proposed 

architectures, respectively, its power 

consumption is 19% and 47% higher 

compared with the proposed low-power 

structures, respectively (without much 

difference in the delay and thus frequency 

and throughput). 

Specifically, the power consumption 

corresponding to the original architecture is 

14.5 nW, which is reduced to 11.75 nW (at 

the expense of a 7% increase in area and a 

saving of 19% in power) and to 7.69 nW (at 

the expense of a 7% increase in area and a 

saving of 19% in power). 

 

IV. PROPOSED SYSTEM 

 

Fig. 4. Block Diagram Of Modified Cryptography 

Modified cryptography consists of both 

encoder and decoder. Encoder converts the 

digital signal in to the analog signal. 

Decoder converts the analog signal into 

digital signal. 

Encoder usually consists of the 

following major blocks: 

4.1. Branch Metric Unit (ABMU) 

4.2. Path Metric Unit (APMU) 

4.3. Add–Compare–Select Unit (AACSU)  

4.4. Survivor Management Unit (ASMU) 
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Encoder output is given as input to the 

decoder of the modified cryptography. 

cryptography algorithm for decoding a bit 

stream that has been encoded using 

convolution code or trellis code. A hardware 

cryptography decoder for basic code usually 

consists of the following major blocks: 

4.1. Branch Metric Unit (BMU) 

4.2. Path Metric Unit (PMU) 

4.3. Add–Compare–Select Unit (ACSU)  

4.4. Survivor Management Unit (SMU) 

 

4.1. Branch metric unit (BMU)  

A branch Metric Unit's function is to 

calculate branch metrics, which are normed 

distances between every possible symbol in 

the code alphabet, and the received symbol. 

There are hard decision and soft decision 

cryptography decoders. A hard decision 

cryptography decoder receives a simple bit 

stream on its input, and a Hamming 

distance is used as a metric. A soft decision 

cryptography decoder receives a bit stream 

containing information about 

the reliability of each received symbol.  

4.2. Path metric unit (PMU) 

 A path Metric Unit summarizes branch 

metrics to get metrics for  paths, where K is 

the constraint length of the code, one of 

which can eventually be chosen as optimal. 

Every clock it makes decisions, throwing off 

wittingly non optimal paths. The core 

elements of a PMU are ACS (Add-

Compare-Select) units. The way in which 

they are connected between themselves is 

defined by a specific code's trellis diagram. 

 

4.3. Add–Compare–Select Unit(ACSU)  

The add–compare–select unit(ACSU) which 

selects the survivor paths for each trellis 

state, also finds the minimum path metric of 

the survivor paths.  

4.4. Survivor Management Unit (SMU) 

 The survivor management unit (SMU) that 

is responsible for selecting the output based 

on the minimum path metric. Cryptography  

algorithm is called optimum algorithm since 

it minimizes the probability of error. 

 

V. RESULT 

 

Fig. 5. RTL Schematic Diagram 
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Fig. 6. Technologic Schematic 

 

Fig. 7. Output Waveform 

VI. CONCLUSION 

Cryptography is a superior error correcting 

coding technique which allows further error 

modification and hence data rate of 

transmission is elevated. In this paper 

Design of Encoder, channel and Decoder is 

for a cryptography codes is presented. 

Coding is done using (7, 3) cryptography. 

Coding is done on HDL Designer Series and 

simulation results are obtained from Xilinx 

14.7.  
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