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ABSTRACT: 

In the era of deep sub-micron technology, 

probability of chip failure has been increased with 

increase in chip density. A system must be fault 

tolerant to decrease the failure rate and increase 
the reliability of it. Multiple faults can affect a 

system simultaneously and there is a trade-off 

between area overhead and number of faults 
tolerated. This paper presents high speed fault 

tolerant architecture design for digital 

applications. The fault containment and parallel 

processing capabilities of computers network are 
being exploited to provide a high performance, 

high availability network capable of tolerating a 

broad scope of hardware, software, and operating 
system faults. 
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I. INTRODUCTION 

 

 Fault tolerance is the property that 

enables a system to continue operating 

properly in the event of the failure of (or one 

or more faults within) some of its components. 

If its operating quality decreases at all, the 

decrease is proportional to the severity of the 

failure, as compared to a naively designed 

system in which even a small failure can cause 

total breakdown. Fault tolerance is particularly 

sought after in high-availability or systems. A 

fault-tolerant design enables a system to  

 

continue its intended operation, 

possibly at a reduced level, rather than failing 

completely, when some part of the system 

fails. The term is most commonly used to 

describe computer systems designed to 

continue  more or less fully operational with, 

perhaps, a reduction in throughput or an 

increase in response in the event of some 

partial failure. That is, the system as a whole 

is not stopped due to problems either in the 

hardware or the software. An example in 

another field is a motor vehicle designed so it 

will continue to be drivable if one of the tires 

is punctured. A structure is able to retain its 

integrity in the presence of damage due to 

causes such as fatigue, corrosion, 

manufacturing flaws, or impact. Within the 

scope of an individual system, fault tolerance 

can be achieved by anticipating exceptional 

conditions and building the system to cope 

with them, and, in general, aiming for self-

stabilization so that the system converges 

towards an error-free state. However, if the 

consequences of a system failure are 

catastrophic, or the cost of making it 
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sufficiently reliable is very high, a better 

solution may be to use some form of 

duplication. In any case, if the consequence of 

a system failure is so catastrophic, the system 

must be able to use reversion to fall back to a 

safe mode. This is similar to roll-back 

recovery but can be a human action if humans 

are present in the loop. 

 

The most common arithmetic unit in a digital 

processor is an Adder. Different types of 

adders are available in practice. The speed of 

digital arithmetic processor depends on the 

choice of high-performance sub-modules, 

among which adder is the most essential one, 

not only for addition, but also for subtraction, 

multiplication, and division. Different fast 

adding topologies using carry speed up 

techniques are also available in literature. 

 

Fault tolerance is defined as the ability to 

continue operating after the failure of a given 

system component. To be fault tolerant, a 

system must have one or more redundant 

components that can take over the function 

when the primary component fails. In 

addition, the system must have both a means 

of Detecting failures in the components and a 

means of transferring to working components 

after a failure has been detected. Fault-tolerant 

system configurations are used extensively in 

processes where the system must remain on-

line in the event of component failure. 

Although applications are widespread, 

industrial processes, aerospace vehicles, and 

ground transportation are especially 

noteworthy. The need for optimization in the 

design of these systems is apparent when one 

thinks of the complexity of modern spacecraft. 

The high costs associated with their 

fabrication and launch dictate that any design 

proposal be assured a very high probability of 

success at the lowest possible system cost. 

 

II. FAULT MODELING 

 

Reliability and availability have 

become increasingly important in today‟s 

computer dependent world. In many 

applications where computers are used, 

outages or malfunction can be expensive, or 

even disastrous. Just imagine the computer 

system in a nuclear plant malfunctioning or 

the computer systems in a space shuttle 

booting just when the shuttle is about to land... 

These are the more exotic examples. More 

close to everyday life are the 

telecommunications switching systems and 

the bank transaction systems. 
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High area overhead is a major concern in 

many applications like satellite or defence, 

where reliability is also another major issue. 

Hence we have adopted dynamic recovery 

technique as our fault tolerant methodology. 

Primary requirement for applying dynamic 

recovery technique is that the system must 

have structural regularity. To achieve the 

needed reliability and availability, we need 

fault-tolerant computers. They have the ability 

to tolerate faults by detecting failures, and 

isolate defect modules so that the rest of the 

system can operate correctly. Reliability 

techniques have also become of increasing 

interest to general-purpose computer systems. 

                                         

                                              Fig. 1 Double Fault Tolerance 

The first is that computers now have to 

operate in harsher environments. Earlier, 

computers operated in clean computer rooms, 

with stable climate and clean air. Now the 

computers have moved out to industrial 

environments, with temperatures over a wide 

range, dust, humidity and unstable power 

supply. All these factors alone could make a 

computer fail. Second, the users have 

changed. Earlier, computer operators were 

trained personnel. Now, with an increasing 

number of users, the typical user knows less 

about proper operation of the system. 

 

The consequence is that computers have to be 

able to tolerate more. Third, the service costs 

increases relative to hardware costs. Earlier 

the average machine was a very expensive, 

big monster. At that time, it was common with 

one or several dedicated operators to keep the 

system up and running. Today, a computer is 

cheap, and the user has the job of being the 
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“operator”. The user can not afford frequent 

calls for field service. The fourth and last 

trend is larger systems. As systems become 

larger, there are more components that can 

fail. This means, to keep the reliability at an 

acceptable level, designs have to tolerate 

faults resulting from component failures. 

 

Adder is absolutely essential block in any 

digital architecture. Among different types of 

adders ripple carry adder (RCA) is most 

popular in different type of computing 

machines because it is simple in structure and 

easy to implement. It has also high throughput 

for bit level pipelining. We have taken a 4-bit 

RCA to make itself reconfigurable. We will 

also discuss how the same approach can be 

applied to any system, which can be divided 

into some identical modules, to make the 

system fault tolerant. The fault tolerant 

designs are also cascadable to increase the 

number of input bits Making a system module 

wise self-reconfigurable is more cost effective 

and hardware efficient rather than trying to 

make the whole system fault tolerant at a time.   

                                      

 

                                             Fig. 2 Digital Fault Tolerance 

 

The above Fig 2 shows the digital fault 

tolerance with four faults. We will also 

elaborate how the approach to design a self 

reconfigurable 4-bit RCA can be applied to 

design any fault tolerant module. Carry-look 

ahead adder is the fastest adder among the all 

adders. It generates carry bit in advance before 

it generates the sum, which reduce 

computation time to obtain final results. Here 

the Carry look ahead adder is implemented 

using the New Fault Tolerant gate (NFT ) gate 

and Double Feynman gate. 
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Fault tolerant carry look ahead adder is used 

to add the partial product of the blocks. I 

assumed that all possible cell inputs must be 

applied to each cell in order to test it 

completely and that a fault in a cell may affect 

the cell outputs in any arbitrary manner. These 

are known as general fault assumptions. 

                    

 

                              Fig. 3 Technology Schematic Digital Fault Tolerance 

The above fig 3 shows the Technology 

Schematic Digital Fault Tolerance. In 

simultaneous addition is performed in parallel 

generating provisional carry and sum outputs 

without waiting for the original carry to be 

arrived and true sums and carries are selected 

by multilevel two-input MUX on arrival of the 

original carry. It mainly consists of seven 

conditional cells (CC) and several two input 

MUXes. The CC block is a combinational unit 

which pre-computes the carry and sum outputs 

assuming previous level carry value is equal to 

0 and 1 both. 
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                                             Fig. 4 Output Waveform 

Efforts to attain that can tolerate faults have 

made use of static and dynamic redundancy 

approaches similar to those used for hardware 

faults. One such approach, uses static 

redundancy in the form of independently that 

perform the same functions and their outputs 

are voted at special checkpoints. 

Here, of course the data being voted may not 

be exactly the same and a criterion must be 

used to identify and reject faulty versions and 

to determine a consistent value that all good 

versions can use. An alternative dynamic 

approach is based on the concept of recovery 

blocks. Programs are partitioned into blocks 

and acceptance tests are executed after each 

block. If an acceptance test fails, a redundant 

code block is executed. The design will be 

having two inputs A & B and a control line 

ctrl which will controls mode of operation i.e. 

when ctrl is at logic 0, the circuit will acts as 

half adder and when ctrl is at logic 1, the 

circuit will acts as half subtraction. 

                                

 

  Table 1 Comparison of 32 bit fault tolerance and 32 bit high speed fault tolerance 

 

The above table shows the Comparison of 32 

bit fault tolerance and 32 bit high speed fault 

tolerance. The high speed fault tolerance gives 

less delay that leads very high speed. 

 

III. CONCLUSION 

A system must be fault tolerant to 

decrease the failure rate and increase the 

reliability of it and if the system is having less 

delay it will execute quickly. Multiple faults 

can affect a system simultaneously and there 

is a trade-off between area overhead and 

number of faults tolerated. This paper presents 

high speed fault tolerant architecture design 

for digital applications. The fault containment 

and parallel processing capabilities of 
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computers network are being exploited to 

provide a high performance, high availability 

network capable of tolerating a broad scope of 

hardware, software, and operating system 

faults. 
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