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Abstract:  

A novel interactive image co-segmentation 

algorithm using likelihood estimation and higher 

order energy optimization is proposed for extracting 

common foreground objects from a group of related 

images. Our approach introduces the higher order 

clique’s, energy into the co-segmentation 

optimization process successfully. A region-based 

likelihood estimation procedure is first performed to 

provide the prior knowledge for our higher order 

energy function. Then, a new co-segmentation energy 

function using higher order cliques is developed, 

which can efficiently co-segment the foreground 

objects with large appearance variations from a 

group of images in complex scenes. Both the 

quantitative and qualitative experimental results on 

representative datasets demonstrate that the 

accuracy of our co-segmentation results is much 

higher than the state-of-the-art co-segmentation 

methods. 

The delineation of tumor boundaries in medical 

images is an essential task for the early detection, 

diagnosis and follow-up of cancer. However 

accurate segmentation remains challenging due to 

presence of noise, inhomogeneity and high 

appearance variability of malignant tissue. In this 

paper, we propose an automatic segmentation 

approach using fully-connected higher-order co-

segmentation (HOC) where potentials are computed 

within a discriminant Grassmannian manifold. First, 

the framework learns within-class and between-class 

similarity distributions from a training set of images 

to discover the optimal manifold discrimination 

between normal and pathological tissues. Second, 

the conditional optimization scheme computes non-

local pairwise as well as pattern-based higher-order 

potentials from the manifold subspace to recognize 

regions with similar libeling’s and incorporate 

global consistency in the inference process. Our 

HOC framework is applied in the context of 

metastatic brain tumor segmentation in CT images. 

Compared to state of the art methods, our method 

achieves better performance on a group of 30 

intracerebral hemorrhage images and can deal with 

highly pathological cases. 
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1. Introduction 

IMAGE co-segmentation is commonly referred as 

jointly partitioning multiple images into foreground 

and background components. The idea of co-

segmentation is first introduced by Rother et al. 

where they simultaneously segment common 

foreground objects from a pair of images. The co-

segmentation problem has attracted much attention in 

the last decade, most of the co-segmentation 

approaches are motivated by traditional Markov 

Random Field (MRF) based energy functions, which 

are generally solved by the optimization techniques 

such as linear programming dual decomposition and 

network flow model. The main reason may be that 

the graph-cuts and MRF methods work well for 

image segmentation and are also widely used to 

solve the combinatorial optimization problems in 

multimedia processing. Similar rationale is also 

adopted by some co-saliency methods.  

The existing image co-segmentation methods can 

be roughly classified into two main categories, 

including unsupervised co-segmentation techniques 

and interactive co-segmentation approaches. The 

common idea of the unsupervised techniques 

formulates image co-segmentation as an energy 

minimization and binary labeling problem. These 

approaches usually define the energy function using 

standard MRF terms and histogram matching term. 

The former encourages the consistent segmentations 

in every single image while the later penalizes the 

differences between the foreground histograms of 
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multiple images. Inspired by interactive single-image 

segmentation methods several interactive co-

segmentation approaches using user scribbles have 

been proposed in recent years. The user usually 

indicates scribbles of foreground or background as 

additional constraint information to improve the co-

segmentation performance. These interactive co-

segmentation approaches can handle a group of 

related images and improve the co-segmentation 

results by user scribbles.  

Batra et al. proposed an interactive image co-

segmentation approach to segment foreground 

objects with user interactions. They learned 

foreground/background appearance models using 

user scribbles. Recently, Collins et al. formulated the 

interactive image co-segmentation problem as the 

random walk model and added the consistency 

constraint between the extracted objects from a set of 

input images. Their method utilized the normalized 

graph Laplacian matrix and solved the random walk 

optimization scheme by exploiting its quasi-

convexity of foreground objects.  

This study formulates the interactive image co-

segmentation problem in terms of the higher-order 

energy optimization, which complements the existing 

MRF segmentation framework and improves the 

accuracy of co-segmenting the challenging images 

with foreground objects that have variations in color 

and texture only by a few of user seeds. Higher-order 

energy optimization has been widely used in many 

fields of computer vision like image denoising [14] 

and single-image segmentation. We construct higher-

order clique as a composed group of three parts: the 

foreground region, the background region and the 

over-segmentation region, which considers the 

correspondence between the over-segmentation 

region and the labeled region. This strategy makes 

our framework effective enough in realistic 

scenarios, instead of a simple foreground/background 

appearance histogram model. Additionally, our 

higher-order energy efficiently utilizes the statistical 

information on a group of pixels by estimating the 

segmentation quality on higher-order cliques. 

Compared to existing image co-segmentation 

methods, the proposed approach offers the following 

contributions.  

1) We formulate the interactive image co-

segmentation via likelihood estimation and high-

order energy optimization, which utilizes the region 

likelihoods of multiple images and considers the 

quality of segmentation to achieve promising co-

segmentation performance. 

2) A novel higher-order clique construction 

method is proposed using the estimated 

foreground/background regions and the regions of 

original images. 

3) A new region likelihood estimation method is 

presented, which provides enough prior information 

for higher-order energy item for generating final co-

segmentation results. 

2. Literature Review 

1. In “Efficient Co-Segmentation of Image 

Using Higher Order Clique”   A new interactive 

image co segmentation algorithm using possibility 

estimation and higher order energy is proposed for 

extracting general foreground objects from a group 

of interrelated images. Our approach introduces the 

higher order cliques, energy into the co segmentation 

optimization process successfully. A region based 

likelihood estimation procedure is first performed to 

provide the primary knowledge for our higher order 

energy function. A new co segmentation energy 

function using higher order clique is developed, 

which can capably co segmentation energy function 

using higher order clique is developed, which can 

efficiently co segment the foreground objects with 

huge manifestation variations from a group of 

images in complex scenes. Both the quantitative and 

qualitative experimental results on representative 

datasets reveal that the accuracy of our co 

segmentation results is much higher than the state of-

the-art co segmentation methods IMAGE co-

segmentation is commonly referred as jointly 

partitioning multiple images into foreground and 

background components. 

2. In “Extracting Primary Objects by Video 

Co-Segmentation” Video object segmentation is a 

challenging problem. Without human annotation or 

other prior information, it is hard to select a 

meaningful primary object from a single video, so 

extracting the primary object across videos is a more 

promising approach. However, existing algorithms 

consider the problem as foreground/background 

segmentation. Therefore, we propose an algorithm 

that learns the model of the primary object by 

representing the frames/videos as a graphical model. 

The probabilistic graphical model is built across a set 

of videos based on an object proposal algorithm. Our 

approach considers appearance, spatial, and temporal 

consistency of the primary objects. A new dataset is 

created to evaluate the proposed method and to 

compare it to the state-of-the-art on video object co-

segmentation.  

The experiments show that our method obtains 

state-of-the-art results, outperforming other 

algorithms by 1.5% (pixel accuracy) on the MOViCS 

dataset and 9.6% (pixel accuracy) on the new dataset 

T HE amount of video data is explosively increasing. 
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3. In “Co-segmentation of Image Pairs by 

Histogram Matching Incorporating a Global 

Constraint into MRFs” We introduce the term co 

segmentation which denotes the task of segmenting 

simultaneously the common parts of an image pair. 

A generative model for co-segmentation is presented. 

Inference in the model leads to minimizing an energy 

with an MRF term encoding spatial coherency and a 

global constraint which attempts to match the 

appearance histograms of the common parts. This 

energy has not been proposed previously and its 

optimization is challenging and NP-hard. For this 

problem a novel optimization scheme which we call 

trust region graph cuts is presented. We demonstrate 

that this framework has the potential to improve a 

wide range of research: Object driven image 

retrieval, video tracking and segmentation, and 

interactive image editing. The power of the 

framework lies in its generality, the common part can 

be a rigid/non-rigid object (or scene), observed from 

different viewpoints or even similar objects of the 

same class. We introduce the term co-segmentation 

which denotes the task of segmenting simultaneously 

the common parts of an image pair. A generative 

model for co-segmentation is presented. 

3. Overview and Design Approach 

Our co-segmentation procedure includes two 

main steps. The first step is a fast but effective 

likelihood estimation process, which calculates the 

probabilities of pixels belonging to fore 

ground/background over entire dataset according to 

user scribbles. The estimated likelihood offers a 

rough estimation for foreground /background and is 

fed into next step as prior knowledge. This process is 

described. In the second stage, a higher-order energy 

based co-segmentation function is proposed to obtain 

final accurate co-segmentation results on a group of 

images, which is based on higher order cliques. Our 

higher-order cliques are constructed from a set of 

foreground and background regions by user 

scribbles, where all the regions in each image are 

matched to produce better co-segmentation 

performance. Additionally, our approach considers 

the quality of segmentation in higher-order energy to 

obtain more accurate estimations of foreground or 

background. 

A. Likelihood Estimation 

Given a group of images {I1, . . . , In} and the user 

scribbles that indicate foreground or background 

objects, we first compute pixel likelihood xi k for 

foreground/background in image Ii The likelihood of 

pixel xi k is denoted by πi k,l where l is a label 

indicating foreground (1) or background (0) and k is 

the index value of xi k . We compute the likelihoods 

of regions instead of pixels for computational 

efficiency. Each input image Ii of the group is 

divided into regions ris ∈ Ri using the over-

segmentation methods such as mean shift [1] or 

efficient graph [6] method. For each region ris, the 

region likelihoods of foreground and background are 

defined as zi s,l , which is further formulated in a 

quadratic energy function as follows: 

Fi l = F1 + F2 = λi N (Ri ) _ s=1 (zi s,l – εi s,l )2 + N 

(Ri ) _ s,s _=1 wi s,s _ (zi s,l – zi s,l )2  (1) 

Where the first term F1 defines an unary 

constraint that each region tends to have the initial 

likelihood εi s,l estimated through the appearance 

similarity to foreground/background. The second 

term F2 gives the interactive constraint that all 

regions of the whole image should have same 

likelihood when their representative colors are 

similar. The parameter λ is a positive coefficient for 

balancing the relative influence between F1 and F2 

.wi s,s _ = exp(−_ci s – ci s _ _) is a weighting 

function that gives a similarity measure for regions 

ris and ris _ in color space, and ci s is the mean color 

of region ris. N(Ri) is the number of regions of Ri 

and the parameter zi s,l indicates the likelihood of 

region ris . εi s,l defines the initial likelihood for 

region ris.Given the user scribbles, we can get the 

background region set uj ∈ U(0) and foreground 

region set uj _ ∈ U(1). We use the shortest Euclidean 

distance between region ris and the background/ 

foreground region set (U0 /U1 ) in color space to 

compute the initial likelihood εi s,l for region ris. 

 

Where cj (cj _) is the mean color of background 

region uj (foreground region uj _). Based on the 

region likelihoods _z I l = [z I s,l ]N (R i )×1 and 

their initial region likelihoods _ε I l = [ε I s,l ]N (R i 

)×1 , the quadratic energy function Fl is formulated 

as the following matrix forms: F I l = (_z I l − _ε I l 

)T Λi(_z I l − _ε I l ) + _ziT l (Di −W i)_z I l (3) 

where W i = [wi s,s _ ]N (R i )×N (R i ) and Di = 

diag([di 1, . . . , diN (R i ) ]). The diagonal elements 

of the metric Di are the degrees of the weight matrix 

W i : di 

s = _N (R i) s _=1 wi s,s _ . The diagonal elements 

of the metric Λi are diag([λi, . . . , λi ])N (R i )×N (R i 

) . (3) is then solved by the following convex 

optimization: 

∂F I l ∂_z I l = Λi(_z I l − _ε I l ) + (Di −W i)_z I l 

= 0. (4) 

https://edupediapublications.org/journals
http://edupediapublications.org/journals/index.php/IJR/


   International Journal of Research 
 Available at https://edupediapublications.org/journals  

p-ISSN: 2348-6848 
e-ISSN: 2348-795X 

Volume 04 Issue 09 
August 2017 

  

Available online: http://edupediapublications.org/journals/index.php/IJR/  P a g e  | 2377  

 

After solving (4), we finally obtain the region 

likelihoods _z I l as follows: 

_z I l = Λi_ε I l Λi + Di −W i . (5) 

Considering the definition of ε I s,l in (2), we have 

ε I s,0 + ε i 

s,1 = 1. According to εi s,0 + ε I s,1 = 1 and (5), 

we have 

z I s,0 + z I s,1 = 1. (6) 

We only need to calculate either _z I 0 or _z I 1 using 

(5). (5) is easily computed by least-square and the 

optimization only takes 0.02 s for 500 over-

segmentation regions per image in our tests. After 

the region likelihood _z I l is obtained, the pixel 

likelihood π I k,l is set to the same value as the 

likelihood of the region that this pixel belongs to π I 

k,l = z I sk ,l where sk indicates the region r I sk that 

pixel xik belongs to. 

B. Higher-Order Energy Co-Segmentation 

Via our likelihood estimation, we have a fast and 

rough estimate for foreground/background in each 

image. For generating more accurate co-

segmentation results, we further propose a higher-

order energy based co-segmentation function. In 

order to simultaneously segment a group of input 

images {I1, . . . , In} with the labeled images T, we 

first build a global term Eglobal(I1, . . . , In, T) to 

match all the images with the labeled images T. The 

proposed energy of our co-segmentation algorithm is 

expressed as follows: 

F = n_i=1__ I 1Ei unary + _ I 2Ei pairwise

  + Eglobal(I1, . . . , In, T) (7) 

where Ei unary and Ei pairwise denote unary term 

and pairwise term respectively and the global term 

Eglobal is proposed to match all the input images 

{I1, . . . , In} with labeled images T. The scalars _ 

weight various terms. The unary term Ei unary and 

the pairwise term Ei pairwise for image I i are 

defined as follows: 

Ei unary = _ k −log(π I k,1) ・ φ(xik )−log(π I k,0 ) 

・ (1 − φ(xik)) 

Ei pairwise = _ k,k _∈ℵ _cik – cik __ ・ |φ(xik ) − 

φ(xik_ )| (8) 

where cik denotes the color value of pixel xik and 

π I k,l is obtained in our likelihood estimation step. 

The set_contains all the four-neighbors within one 

image. φ(xik ) is a binary function indicating the 

assignment of pixel xik to the background (0) or 

foreground (1). The unary term Ei unary is based on 

the likelihood estimation results and penalizes 

assignments of pixelswith lower likelihood to 

foreground. The pairwise term Ei pairwise imposes 

intra-image label smoothness by constraining the 

segmentation labels to be consistent, which tends to 

assign the same label to neighboring pixels that have 

similar color. The co-segmentation model in (7) is 

intuitive. Next we discuss how to design the global 

energy item in the following paragraphs. Previous 

co-segmentation approaches. Performed co-

segmentation on image pairs and made simple 

assumption that two input images shared a 

same/similar foreground object. In contrast, we try to 

extract common foreground objects that have large 

variations in color, texture and shape from a group of 

images with complex background. Rather than 

building a simple foreground or background 

appearance model, we collect a region set of 

foreground/background according to user interaction. 

4. Experimental Results 

In this section, we first discuss our experiments 

for evaluating the performance between our 

algorithm and previous well-known co-segmentation 

approaches. Then, we give qualitative and 

quantitative results obtained by the proposed method 

with and without the higher-order energy. The 

experimental evaluations are designed to assess the 

running time statistics of these algorithms. Then, we 

give qualitative and quantitative results obtained by 

the proposed method with and without the higher-

order energy. The experimental evaluations are 

designed to assess the running time statistics of these 

algorithms. Three parameters λ, _1 and _2 are used 

in our two energy functions (1) and (7).We 

empirically set λ = 10, _1 = 1 and _2 = 30 for all the 

test image sets in our experiments. 

A. Co-segmentation Results 

Our method is first compared with the state-of-

the-art interactive co-segmentation methods: 

intelligent scribble guided co-segmentation 

(ICOSEG) and RWCS on previous benchmark 

datasets. To achieve a relatively fair comparison, 

both the proposed method and other interactive co-

segmentation methods we have taken Medical 

intracerebral hemorrhage images as input in all 

experiments. In the experiments, we collect a variety 

of image groups from well-known image databases 

such as Brain Cerebral image database. These two 

datasets are very popular for image co-segmentation 

experiments where the ground-truth segmentation 

masks are also provided. Each group of image 

collections has a common theme or common 

foreground object, which makes it challenging to co-

segment them with user scribble seeds. We then 

quantitatively compare the co-segmentation 

performance of our algorithm with other eight 

unsupervised approaches: discriminative clustering 
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co-segmentation (DCCS) multi-class co-

segmentation (MCCS)  distributed co-segmentation 

(DCS)  region matching based co-segmentation 

(RMCS)  consistent functional maps based co-

segmentation (CFCS) joint object discovery and 

segmentation JODS)  multi-class joint segmentation 

(MJS)  and multiple random walkers based co-

segmentation (MRCS) [40]. The experimental results 

by DCCS, MCCS, 

 

(a) 

 

(a1) 

 

(b) 

 

(b1) 
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(c) 

 

(c1) 

Fig. 1. Comparison results. (a)(a1), (b)(b1), 

(c)(c1) are three different positions of Brain cerebral 

internal views taken as input. 

Our algorithm achieves better co-segmentation 

results than both the ICOSEG [21] and RWCS [28] 

algorithms. And DCS are produced by directly 

running the implementation codes from their 

websites. And the co-segmentation results of 

ICOSEG are generated by the implementation code 

from the authors [21]. The experimental results of 

JODS are downloaded from their websites. The 

results by RMCS, CFCS, MJS and MRCS are mainly 

borrowed from original works, therefore only parts 

of these results are reported. Fig. 4 gives a 

comparison between our algorithm and two well-

known interactive co-segmentation approaches: 

ICOSEG and RWCS for a group of challenging 

images. The group of Brown bear images is a 

relatively difficult group in iCoseg dataset. From the 

co-segmentation results by ICOSEG, we can see that 

most of regions of the common objects are generally 

segmented.  

However, there are still many background regions 

of which color is similar to foreground are classified 

falsely. The reason is that the established common 

appearance model does not work well when the color 

distributions of foreground and background pixels 

across the entire dataset have too many overlaps. 

Another important interactive co-segmentation 

method is the RWCS using random walker algorithm 

as its optimization framework. Based on their 

appearance model with foreground objects, their 

algorithm achieves better co-segmentation results 

shown in the output figures than the ICOSEG 

method. However, the similarity between foreground 

and background color histograms still influences the 

performance of RWCS, which may lead to the 

incorrect segmentation of some foreground regions. 

 

(a) 
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(b) 

 

(c) 

Fig. 2. (a),(b),(c),Comparison co-segmentation 

results between our method and ICOSEG [21], 

RWCS [28] approaches. 

The first row shows the input images. The results 

in the second and third rows are obtained by 

ICOSEG and RWCS, respectively. The results in the 

fourth row are generated by our method. The ground 

truth masks are shown in the bottom row. Masks, 

there are still many regions of Medical intracerebral 

hemorrhage identifications cannot be correctly 

classified and segmented out by RWCS method. It is 

clear that our method produces high-quality co-

segmentation results of foreground intracerebral 

hemorrhage, while the results by both ICOSEG and 

RWCS have more or less lost some important 

foreground regions. Our approach builds labeled 

region set instead of using foreground/background 

appearance model. That makes our method do not 

rely on the strong assumption that the foreground 

objects share a common appearance model. 

Therefore, our algorithm is more applicable and 

robust in realistic and complicated scenarios, which 

achieves more satisfying results using fewer 

scribbles. 

Our approach is faster than the other two 

methods. We can observe that with an increase in the 

number of images in the group, the running time of 

our method only increases linearly. We further 

analyze the computational complexity of our 

algorithm. 

The complexity of our likelihood estimation 

process is about O(_n i=1 [N(Ri )]2 ), where N(Ri) 

indicates the number of regions in Ri . Our higher-

order energy function can be solved for each image 

individually and the higher-order cliques are 

optimized as a second-order function which can be 

solved by the conventional graph cut algorithm. 

Therefore, the complexity of higher-order co-

segmentation step is about O(_n i=1 [N(I i )]2 ), 

where N(I i) is the number of pixels in I i . The 

complexity of our full co-segmentation algorithm is 

about O(_n i=1 [N(I i )]2 ), since N(I i) _ N(Ri). 

Therefore, the run-time of our method increases only 

linearly with additional images. 

5. Conclusion 

We have presented a novel interactive co-

segmentation approach using the likelihood 

estimation and high-order energy optimization to 

extract the complicated foreground objects from a 

group of related images. A likelihood estimation 

method is developed to compute the prior knowledge 

for our higher-order co-segmentation energy 

function. Our higher-order cliques are built on a set 

of foreground and background regions obtained by 

likelihood estimation. Then our co-segmentation 

process from a group of images is performed at the 

region level through our higher-order cliques energy 

optimization. The energy function of our higher-

order cliques can be further transformed into a 

second-order Boolean function and thus the 

traditional graph cuts method can be used to solve 

them exactly. The experimental results demonstrated 

both qualitatively and quantitatively that our method 

has achieved more accurate co-segmentation results 

than previous unsupervised and interactive co-

segmentation methods, even though the foreground 

and background have many overlap regions in color 

distributions or in very complex scenes. 

6. References 

1. D. Comaniciu, P. Meer, "Mean shift: A 

robust approach toward feature space analysis", 

IEEE Trans. Pattern Anal. Mach. Intell., vol. 24, no. 

5, pp. 603-619, May 2002. 

2. Z. Lou, T. Gevers, "Extracting primary 

objects by video co-segmentation", IEEE Trans. 

Multimedia, vol. 16, no. 8, pp. 2110-2117, Dec. 

2014. 

3. C. Wang, Y. Guo, J. Zhu, L. Wang, W. 

Wang, "Video object co-segmentation via subspace 

clustering and quadratic pseudo-boolean 

optimization in an MRF framework", IEEE Trans. 

Multimedia, vol. 16, no. 4, pp. 903-916, Jun. 2014. 

4. V. Kolmogorov, R. Zabih, "What energy 

functions can be minimized via graph cuts", IEEE 

https://edupediapublications.org/journals
http://edupediapublications.org/journals/index.php/IJR/


   International Journal of Research 
 Available at https://edupediapublications.org/journals  

p-ISSN: 2348-6848 
e-ISSN: 2348-795X 

Volume 04 Issue 09 
August 2017 

  

Available online: http://edupediapublications.org/journals/index.php/IJR/  P a g e  | 2381  

 

Trans. Pattern Anal. Mach. Intell., vol. 26, no. 2, pp. 

147-159, Feb. 2004. 

5. C. Rother, T. Minka, A. Blake, V. 

Kolmogorov, "Cosegmentation of image pairs by 

histogram matching-incorporating a global constraint 

into MRFs", Proc. IEEE Conf. Comput. Vis. Pattern 

Recog., pp. 993-1000, 2006. 

6. P. Felzenszwalb, D. Huttenlocher, "Efficient 

graph-based image segmentation", Int. J. Comput. 

Vis., vol. 59, no. 2, pp. 167-181, 2004. 

7. Y. Boykov, G. Funka-Lea, "Graph cuts and 

efficient n-d image segmentation", Int. J. Comput. 

Vis., vol. 70, no. 2, pp. 109-131, 2006. 

8. L. Mukherjee, V. Singh, C. R. Dyer, "Half-

integrality based algorithms for cosegmentation of 

images", Proc. IEEE Conf. Comput. Vis. Pattern 

Recog., pp. 2028-2035, Jun. 2009. 

9. W. Wang, J. Shen, L. Shao, "Consistent 

video saliency using local gradient flow optimization 

and global refinement", IEEE Trans. Image Process., 

vol. 24, no. 11, pp. 4185-4196, Nov. 2015. 

10. D. S. Hochbaum, V. Singh, "An efficient 

algorithm for cosegmentation", Proc. IEEE Int. Conf. 

Comput. Vis., pp. 269-276, Sep.-Oct. 2009. 

11. H. Fu, D. Xu, S. Lin, J. Liu, "Object-based 

RGBD image co-segmentation with Mutex 

constraint", Proc. IEEE Conf. Comput. Vis. Pattern 

Recog., pp. 4428-4436, Jun. 2015. 

12. P. Kohli, L. Ladicky, P. Torr, "Robust 

higher order potentials for enforcing label 

consistency", Int. J. Comput. Vis., vol. 82, no. 3, pp. 

302-324, 2009. 

13. W. Wang, J. Shen, X. Li, F. Porikli, 

"Robust video object co-segmentation", IEEE Trans. 

Image Process., vol. 24, no. 10, pp. 3137-3148, Oct. 

2015. 

14. I. Hiroshi, "Higher-order clique reduction in 

binary graph cut", Proc. IEEE Conf. Comput. Vis. 

Pattern Recog., pp. 2993-3000, Jun. 2009. 

15. V. Gulshan, C. Rother, A. Criminisi, A. 

Blake, A. Zisserman, "Geodesic star convexity for 

interactive image segmentation", Proc. IEEE Conf. 

Comput. Vis. Pattern Recog., pp. 3129-3136, Jun. 

2010. 

16. A. Joulin, F. Bach, J. Ponce, 

"Discriminative clustering for image co-

segmentation", Proc. IEEE Conf. Comput. Vis. 

Pattern Recog., pp. 1943-1950, Jun. 2010. 

17. X. Dong, J. Shen, L. Shao, M. H. Yang, 

"Interactive co-segmentation using global and local 

energy optimization", IEEE Trans. Image Process., 

vol. 24, no. 11, pp. 3966-3977, Nov. 2015. 

18. S. Vicente, V. Kolmogorov, C. Rother, 

"Cosegmentation revisited: Models and 

optimization", Proc. Eur. Conf. Comput. Vis., pp. 

465-479, 2010. 

19. D. Batra, A. Kowdle, D. Parikh, J. Luo, T. 

Chen, "iCoseg: Interactive co-segmentation with 

intelligent scribble guidance", Proc. IEEE Conf. 

Comput. Vis. Pattern Recog., pp. 3169-3176, Jun. 

2010. 

20. T. H. Kim, K. M. Lee, S. U. Lee. 

“Nonparametric higher-order learning for interactive 

segmentation, Proc. IEEE Conf. Comput. Vis. 

Pattern Recog., pp. 3201-3208, Jun. 2010. 

21. D. Batra, A. Kowdle, D. Parikh, J. Luo, T. 

Chen, "Interactively co-segmentating topically 

related images with intelligent scribble guidance", 

Int. J. Comput. Vis., vol. 93, pp. 273-292, 2011. 

22. G. Kim, E. P. Xing, L. Fei-Fei, T. Kanade, 

"Distributed cosegmentation via submodular 

optimization on anisotropic diffusion", Proc. IEEE 

Int. Conf. Comput. Vis., pp. 169-176, Nov. 2011. 

23. L. Mukherjee, V. Singh, J. Peng, "Scale 

invariant cosegmentation for image groups", Proc. 

IEEE Conf. Comput. Vis. Pattern Recog., pp. 1881-

1888, Jun. 2011. 

24. K. Chang, T. Liu, S. Lai, "From co-saliency 

to co-segmentation: An efficient and fully 

unsupervised energy minimization model", Proc. 

IEEE Conf. Comput. Vis. Pattern Recog., pp. 2129-

2136, Jun. 2011. 

25. A. C. Gallagher, D. Batra, D. Parikh, 

"Inference for order reduction in Markov random 

fields", Proc. IEEE Conf. Comput. Vis. Pattern 

Recog., pp. 1857-1864, Jun. 2011. 

26. B. Cheng, G. Liu, J. Wang, Z. Huang, S. 

Yan, "Multi-task low-rank affinity pursuit for image 

segmentation", Proc. IEEE Int. Conf. Comput. Vis., 

pp. 2439-2446, Nov. 2011. 

27. A. Joulin, F. Bach, J. Ponce, "Multi-class 

cosegmentation", Proc. IEEE Conf. Comput. Vis. 

Pattern Recog., pp. 542-549, Jun. 2012. 

28. M. D. Collins, J. Xu, L. Grady, V. Singh, 

"Random walks based multi-image segmentation: 

Quasiconvexity results and GPU-based solutions", 

Proc. IEEE Conf. Comput. Vis. Pattern Recog., pp. 

1656-1663, Jun. 2012. 

29. Y. Chai, V. Lempitsky, A. Zisserman, 

"BiCoS: A bi-level co-segmentation method for 

https://edupediapublications.org/journals
http://edupediapublications.org/journals/index.php/IJR/


   International Journal of Research 
 Available at https://edupediapublications.org/journals  

p-ISSN: 2348-6848 
e-ISSN: 2348-795X 

Volume 04 Issue 09 
August 2017 

  

Available online: http://edupediapublications.org/journals/index.php/IJR/  P a g e  | 2382  

 

image classification", Proc. IEEE Int. Conf. Comput. 

Vis., pp. 2579-2586, Nov. 2011. 

30. J. Shotton, J. Winn, C. Rother, A. Criminisi, 

"TextonBoost: Joint appearance shape and context 

modeling for multi-class object recognition and 

segmentation", Proc. Eur. Conf. Comput. Vis., pp. 1-

15, 2006. 

31. H. Ishikawa, "Higher-order vlique reduction 

in binary graph cut", Proc. IEEE Conf. Comput. Vis. 

Pattern Recog., pp. 2993-3000, Jun. 2009. 

32. H. Ishikawa, "Transformation of general 

binary MRF minimization to the first order case", 

IEEE Trans. Pattern Anal. Mach. Intell., vol. 33, no. 

6, pp. 1234-1249, Jun. 2011. 

33. C. Couprie, L. Grady, L. Najman, H. 

Talbot, "Power watersheds: A new image 

segmentation framework extending graph cuts 

random walker and optimal spanning forest", Proc. 

IEEE Int. Conf. Comput. Vis., pp. 731-738, Sep.-

Oct. 2009. 

34. K. Park, S. Gould, "On learning higher-

order consistency potentials for multi-class pixel 

labeling", Proc. Eur. Conf. Comput. Vis., pp. 202-

215, 2012. 

35. J. Rubio, J. Serrat, A. Lopez, N. Paragios, 

"Unsupervised co-segmentation through region 

matching", Proc. IEEE Conf. Comput. Vis. Pattern 

Recog., pp. 749-756, Jun. 2012. 

36. F. Wang, Q. Huang, L. Guibas, "Image co-

segmentation via consistent functional maps", Proc. 

IEEE Int. Conf. Comput. Vis., pp. 849-856, Dec. 

2013. 

37. M. Rubinstein, A. Joulin, J. Kopf, C. Liu, 

"Unsupervised joint object discovery and 

segmentation in internet images", Proc. IEEE Conf. 

Comput. Vis. Pattern Recog., pp. 1939-1946, Jun. 

2013. 

38. F. Wang, Q. Huang, M. Ovsjanikov, L. J. 

Guibas, "Unsupervised multi-class joint image 

segmentation", Proc. IEEE Conf. Comput. Vis. 

Pattern Recog., pp. 3142-3149, Jun. 2014. 

39. J. Shen, Y. Du, W. Wang, X. Li, "Lazy 

random walks for superpixel segmentation", IEEE 

Trans. Image Process., vol. 23, no. 4, pp. 1451-1462, 

Apr. 2014. 

40. C. Lee, W.-D. Jang, J.-Y. Sim, C.-S. Kim, 

"Multiple random walkers and their application to 

image cosegmentation", Proc. IEEE Conf. Comput. 

Vis. Pattern Recog., pp. 3837-3845, Jun. 2015. 

41. H. Zhu, J. Lu, J. Cai, J. Zheng, N. 

Thalmann, "Multiple foreground recognition and 

cosegmentation: An object-oriented CRF model with 

robust higher-order potentials", Proc. IEEE Winter 

Conf. Appl. Comput. Vis., pp. 485-492, Mar. 2014. 

42. H. Fu, X. Cao, Z. Tu, "Cluster-based co-

saliency detection", IEEE Trans. Image Process., vol. 

22, no. 10, pp. 3766-3778, Oct. 2013. 

43. X. Dong, J. Shen, L. Shao, "Sub-Markov 

random walk for image segmentation", IEEE Trans. 

Image Process., vol. 25, no. 2, pp. 516-527, Feb. 

2016. 

44. X. Cao, Z. Tao, B. Zhang, H. Fu, W. Feng, 

"Self-adaptively weighted co-saliency detection via 

rank constraint", IEEE Trans. Image Process., vol. 

23, no. 9, pp. 4175-4186, Sep. 2014. 

 

https://edupediapublications.org/journals
http://edupediapublications.org/journals/index.php/IJR/

